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#### Abstract

We propose a general method to prove the existence of periodic solutions for planar systems of ordinary differential equations, which can be used in many different circumstances. Applications are given to some nonresonant cases, even for systems with superlinear growth in some direction, or with a singularity. Systems "at resonance" are also considered, provided a Landesman-Lazer type of condition is assumed.


© 2011 Elsevier Inc. All rights reserved.

## 1. Introduction

The aim of this paper is to provide a general method for obtaining the existence of periodic solutions for a planar system of the type

$$
\begin{equation*}
u^{\prime}=f(t, u) \tag{1}
\end{equation*}
$$

Here, we assume $f: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ to be a continuous function, $T$-periodic in its first variable. Notice, however, that most of our results will still hold in the Carathéodory setting.

The first step is to construct an unbounded curve spiralling around the origin, which controls all the solutions of the differential equation, in the sense that they cannot cross it from the inner to the outer part. As a consequence, a solution which grows in norm towards infinity has to perform infinitely many revolutions around the origin.

[^0]Once such a curve has been found, we need to control those solutions which remain sufficiently far from the origin for all the time in the interval [ $0, T$ ]. If, in view of this control, we can deduce that the number of revolutions of those solutions is bounded and cannot be an integer, as a consequence we get the existence of at least one $T$-periodic solution of (1).

Such a procedure was already used in [7], where Fabry and Habets deal with the scalar equation

$$
\begin{equation*}
x^{\prime \prime}+h(t, x)=0 \tag{2}
\end{equation*}
$$

They consider a nonresonance situation with respect to the Dancer-Fučík spectrum (cf. [3,12]), when the function $h$ is allowed to have a superlinear growth on one side. As a consequence of our main theorem, we will show how to generalize the existence result by Fabry and Habets to some systems having a superlinear growth in one direction.

We will also illustrate how our main theorem applies to "nonresonance" situations, when the nonlinearity is controlled by some Hamiltonian functions, and in the case of "resonance", when a Landesman-Lazer type condition is assumed.

The above technique can be adapted to the case where the function $f$ in (1) is only defined on an open subset of the type $\mathbb{R} \times \mathcal{A}$, where $\mathcal{A}$ is, e.g., star-shaped in $\mathbb{R}^{2}$. One can find in [8] an example of application for the scalar second order equation (2), in the case of a function $h$ having a singularity, generalizing an existence result by Del Pino, Manásevich and Montero [4]. In this case, the set $\mathcal{A}$ is an open half-plane. We will show how our technique applies to generalize the existence result in [8], as well.

The proof of our main result is an application of the Poincaré-Bohl Fixed Point Theorem, which we recall here for the reader's convenience.

Theorem (Poincaré-Bohl). Let $\Omega \subset \mathbb{R}^{m}$ be an open bounded set containing the origin, and $\varphi: \bar{\Omega} \rightarrow \mathbb{R}^{m}$ be a continuous function such that

$$
\varphi(u) \neq \lambda u, \quad \text { for every } u \in \partial \Omega \text { and } \lambda>1 .
$$

Then, $\varphi$ has a fixed point in $\bar{\Omega}$.
In order to use this theorem, we will need to approximate the function $f$ with more regular functions for which the Poincaré map is well defined. The Poincaré-Bohl Theorem applies to these maps, thus providing the existence of a $T$-periodic solution for the approximating equations. The solution to our system is then obtained by a limit procedure.

A few words about the notations. We denote by $\langle\cdot, \cdot\rangle$ the Euclidean scalar product in $\mathbb{R}^{2}$, and by $|\cdot|$ the corresponding norm. As usual, the open ball, centered at the origin, with radius $R>0$ is $B_{R}=\left\{v \in \mathbb{R}^{2}:|v|<R\right\}$, and by $S^{1}$ we denote the set $\left\{v \in \mathbb{R}^{2}:|v|=1\right\}$. The cone determined by a set $\mathcal{A} \subseteq S^{1}$ is defined as

$$
\Theta(\mathcal{A})=\left\{v \in \mathbb{R}^{2}: v=\rho e^{i \theta}, \rho \geqslant 0, e^{i \theta} \in \mathcal{A}\right\}
$$

(It will be sometimes convenient to use the complex notation for the points in $\mathbb{R}^{2}$.) If, in particular, the set $\mathcal{A}$ is an arc determined by two angles $\theta_{1}<\theta_{2}$, we will simply write

$$
\Theta\left(\theta_{1}, \theta_{2}\right)=\left\{v \in \mathbb{R}^{2}: v=\rho e^{i \theta}, \rho \geqslant 0, \theta \in\left[\theta_{1}, \theta_{2}\right]\right\}
$$

The closed segment joining two points $v_{1}$ and $v_{2}$ is denoted by [ $v_{1}, v_{2}$ ]. Finally, we use the standard notation

$$
J=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

## 2. Main results

We start by defining what we will call a regular spiral in the plane. Roughly speaking, it is a piecewise continuously differentiable injective curve which rotates infinitely many times around the origin, and grows in norm to infinity.

Definition 2.1. A clockwise rotating regular spiral is a continuous and injective curve

$$
\gamma:\left[0,+\infty\left[\rightarrow \mathbb{R}^{2},\right.\right.
$$

satisfying the following properties:

1. there exists an unlimited strictly increasing sequence

$$
0=\sigma_{0}<\sigma_{1}<\sigma_{2}<\cdots<\sigma_{k}<\sigma_{k+1}<\cdots
$$

such that the restriction of $\gamma$ to every closed interval $\left[\sigma_{k}, \sigma_{k+1}\right]$ is continuously differentiable, and such that

$$
\begin{equation*}
\langle J \dot{\gamma}(s), \gamma(s)\rangle>0, \quad \text { for every } s \in\left[\sigma_{k}, \sigma_{k+1}\right] ; \tag{3}
\end{equation*}
$$

2. the curve grows in norm to infinity:

$$
\begin{equation*}
\lim _{s \rightarrow+\infty}|\gamma(s)|=+\infty \tag{4}
\end{equation*}
$$

3. the curve rotates clockwise infinitely many times:

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{\langle J \dot{\gamma}(s), \gamma(s)\rangle}{|\gamma(s)|^{2}} d s=+\infty . \tag{5}
\end{equation*}
$$

A similar definition can be given for a counter-clockwise rotating regular spiral, by changing the inequality in (3), and requiring the integral in (5) to be equal to $-\infty$.

In the following, we will only concentrate on clockwise rotating regular spirals. However, all our results have their analogues in the counter-clockwise case. For simplicity, we will assume that such a curve is parametrized in clockwise polar coordinates, so that $\gamma(s)=|\gamma(s)|(\cos s,-\sin s)$, and, in particular, for any nonnegative integer $n$, the point $\gamma(2 \pi n)$ lies on the positive $x$-axis. Being $\gamma$ injective, we will have

$$
\begin{equation*}
|\gamma(s)|<|\gamma(s+2 \pi)|, \quad \text { for every } s>0 \tag{6}
\end{equation*}
$$

It is convenient to define, for every $n \in \mathbb{N}$, the set $\Omega_{n}$ : it is the open region delimited by the Jordan curve $\Gamma_{n}$ obtained by gluing together the piece of curve $\gamma$ going from $\gamma(2 \pi n)$ to $\gamma(2 \pi(n+1))$, and the segment joining the two endpoints:

$$
\Gamma_{n}=\{\gamma(s): s \in[2 \pi n, 2 \pi(n+1)]\} \cup[\gamma(2 \pi n), \gamma(2 \pi(n+1))] .
$$

(See Fig. 1.)
We consider now the differential equation (1), for which we are going to select a particular kind of clockwise rotating regular spiral.


Fig. 1. The set $\Omega_{n}$.
Definition 2.2. A clockwise rotating regular spiral $\gamma$ is said to be admissible for system (1) if, when restricted to any subinterval [ $\sigma_{k}, \sigma_{k+1}$ ], it satisfies

$$
\begin{equation*}
\langle J \dot{\gamma}(s), f(t, \gamma(s))\rangle<0, \quad \text { for every } t \in[0, T] \text { and } s \in\left[\sigma_{k}, \sigma_{k+1}\right] . \tag{7}
\end{equation*}
$$

(The sequence $\left\{\sigma_{k}\right\}_{k}$ is the one introduced in Definition 2.1.)
Hence, roughly speaking, if $\gamma$ is an admissible clockwise rotating regular spiral, and if a solution of (1) ever reaches $\gamma$, then, at the crossing point, the solution will have to cross $\gamma$ from its outer part towards its inner part. The idea of controlling the solutions by the use of some guiding curves has been already used by many authors: see, e.g. [13,14].

We now state our general result.
Theorem 2.3. Let the following assumptions hold:
(H1) there exists a clockwise rotating regular spiral $\gamma$, which is admissible for (1);
(H2) there exists $R>0$ such that, for any solution $u:[0, T] \rightarrow \mathbb{R}^{2}$ of (1) satisfying

$$
|u(t)| \geqslant R, \quad \text { for every } t \in[0, T]
$$

one has that, either $|u(T)|<|u(0)|$, or

$$
\int_{0}^{T} \frac{\left\langle J u^{\prime}(t), u(t)\right\rangle}{|u(t)|^{2}} d t \notin 2 \pi \mathbb{N}
$$

(H3) there exist $C>0$ and $\theta_{1}<\theta_{2}$ such that

$$
\langle J f(t, v), v\rangle \leqslant C\left(|v|^{2}+1\right), \quad \text { for every } t \in[0, T] \text { and } v \in \Theta\left(\theta_{1}, \theta_{2}\right) .
$$

Then, Eq. (1) has a T-periodic solution.
Before starting the proof, let us spend a few words to explain the meaning of the above assumptions. Writing the solution $u(t)$ in polar coordinates

$$
\begin{equation*}
u(t)=\rho(t)(\cos (\vartheta(t)), \sin (\vartheta(t))), \tag{8}
\end{equation*}
$$

it is easily seen that

$$
-\vartheta^{\prime}(t)=\frac{\left\langle J u^{\prime}(t), u(t)\right\rangle}{|u(t)|^{2}}=\frac{\langle J f(t, u(t)), u(t)\rangle}{|u(t)|^{2}} .
$$

So, condition (H2) says that, for every large amplitude solution, either $\rho(T)<\rho(0)$, or

$$
\begin{equation*}
\vartheta(T) \neq \vartheta(0)-2 \pi k, \quad k=0,1,2,3, \ldots . \tag{9}
\end{equation*}
$$

A similar assumption can be found, e.g., in [15, Theorem 3].
Condition (H3) is needed in order to avoid that solutions clockwise rotate too rapidly around the origin. Indeed, it implies that

$$
\vartheta(t) \in\left[\theta_{1}, \theta_{2}\right] \quad(\bmod 2 \pi) \quad \Rightarrow \quad-\vartheta^{\prime}(t) \leqslant C\left(1+\frac{1}{\rho^{2}(t)}\right) .
$$

It could be intuitively thought of as a kind of angular speed controller.
Proof. We assume $R>1$ such that $\bar{\Omega}_{0} \subseteq B_{R}$. (Recall that $\Omega_{0}$ is the open and bounded set delimited by $\Gamma_{0}$.) Let $m_{1}$ be a positive integer such that $\bar{B}_{R} \subseteq \Omega_{m_{1}}$, and let $\bar{n}$ be an integer such that

$$
\begin{equation*}
\bar{n}>\frac{(C+1) T}{\theta_{2}-\theta_{1}} \tag{10}
\end{equation*}
$$

We can find an $R_{1}>R$ such that $\bar{\Omega}_{m_{1}+\bar{n}+1} \subseteq B_{R_{1}}$. In the same way we can find an integer $m_{2}>$ $m_{1}+\bar{n}+1$ such that $\bar{B}_{R_{1}} \subseteq \Omega_{m_{2}}$, and $R_{2}>R_{1}$ such that $\bar{\Omega}_{m_{2}+\bar{n}+1} \subseteq B_{R_{2}}$.

Consider a sequence $\left(f_{n}\right)_{n}$ of locally Lipschitz continuous functions converging to $f$ uniformly on $[0, T] \times \bar{B}_{R_{2}}$. By (7), as long as $\gamma(s)$ belongs to $\bar{B}_{R_{2}}$, then, for $n$ large enough,

$$
\begin{equation*}
\left\langle J \dot{\gamma}(s), f_{n}(t, \gamma(s))\right\rangle<0, \quad \text { for every } t \in[0, T] \tag{11}
\end{equation*}
$$

Moreover, by (H3), for $n$ sufficiently large,

$$
\begin{equation*}
\frac{\left\langle J f_{n}(t, v), v\right\rangle}{|v|^{2}} \leqslant C+1, \quad \text { for every } t \in[0, T] \text { and } v \in \Theta\left(\theta_{1}, \theta_{2}\right) \cap\left(\bar{B}_{R_{2}} \backslash B_{R}\right) . \tag{12}
\end{equation*}
$$

The solutions to the Cauchy problems associated to

$$
\begin{equation*}
u^{\prime}=f_{n}(t, u) \tag{13}
\end{equation*}
$$

are unique and, if $u_{n}$ is a solution satisfying $\left|u_{n}(0)\right| \leqslant R_{1}$, then, for sufficiently large $n$,

$$
\left|u_{n}(t)\right|<R_{2}, \quad \text { for every } t \in[0, T] .
$$

Indeed, assuming by contradiction that $\max \left\{\left|u_{n}(t)\right|: t \in[0, T]\right\} \geqslant R_{2}$, there would be $t_{1}, t_{2}$ in $[0, T]$, with $t_{1}<t_{2}$, such that

$$
\left|u_{n}\left(t_{1}\right)\right|=R_{1}, \quad\left|u_{n}\left(t_{2}\right)\right|=R_{2},
$$

and

$$
\left.R_{1}<\left|u_{n}(t)\right|<R_{2}, \quad \text { for every } t \in\right] t_{1}, t_{2}[.
$$

Then, for $t$ varying from $t_{1}$ to $t_{2}$, by (11) the solution would be driven by the curve $\gamma$ to make at least $\bar{n}+1$ clockwise revolutions around the origin, thus crossing at least $\bar{n}$ times the cone $\Theta\left(\theta_{1}, \theta_{2}\right)$, in the clockwise sense. Writing the solution in polar coordinates (8), from (12) we have that, if $\theta_{1} \leqslant$ $\vartheta_{n}(t) \leqslant \theta_{2}$, then

$$
-\vartheta_{n}^{\prime}(t)=\frac{\left\langle J f_{n}\left(t, u_{n}(t)\right), u_{n}(t)\right\rangle}{\left|u_{n}(t)\right|^{2}} \leqslant C+1 .
$$

So, the time to cross the cone $\Theta\left(\theta_{1}, \theta_{2}\right)$ in the clockwise sense is at least $\left(\theta_{2}-\theta_{1}\right) /(C+1)$, and then, by (10), the time to cross it $\bar{n}$ times should be greater than $T$. Hence, $t_{2}-t_{1}>T$, which is impossible.

The Poincaré map associated to (13) is then well defined on $\bar{B}_{R_{1}}$. Let us now see that the PoincaréBohl Theorem can be applied, taking as $\Omega$ the set $B_{R_{1}}$.

Assume by contradiction that, for every $n$, there exists $u_{n}^{0} \in \partial B_{R_{1}}$ and a constant $\lambda_{n}>1$ such that the solution $u_{n}(t)$ of (13) with $u_{n}(0)=u_{n}^{0}$ satisfies $u_{n}(T)=\lambda_{n} u_{n}^{0}$. We claim that, for $n$ large enough, it has to be

$$
\begin{equation*}
R<\left|u_{n}(t)\right|<R_{2}, \quad \text { for every } t \in[0, T] . \tag{14}
\end{equation*}
$$

Indeed, we already proved above that $\max \left\{\left|u_{n}(t)\right|: t \in[0, T]\right\}<R_{2}$. Assume by contradiction that $\min \left\{\left|u_{n}(t)\right|: t \in[0, T]\right\} \leqslant R$. Then, since $\left|u_{n}(T)\right|>R_{1}$, there would be $\hat{t}_{1}, \hat{t}_{2}$ in $[0, T]$, with $\hat{t}_{1}<\hat{t}_{2}$, such that

$$
\left|u_{n}\left(\hat{t}_{1}\right)\right|=R, \quad\left|u_{n}\left(\hat{t}_{2}\right)\right|=R_{1},
$$

and

$$
\left.R<\left|u_{n}(t)\right|<R_{1}, \quad \text { for every } t \in\right] \hat{t}_{1}, \hat{t}_{2}[.
$$

Then, for $t$ varying from $\hat{t}_{1}$ to $\hat{t}_{2}$, by (11) the solution would be driven by the curve $\gamma$ to make at least $\bar{n}+1$ clockwise revolutions around the origin, thus crossing at least $\bar{n}$ times the cone $\Theta\left(\theta_{1}, \theta_{2}\right)$, in the clockwise sense. Arguing as above, we see that $\hat{t}_{2}-\hat{t}_{1}>T$, which is impossible.

By (14), necessarily it has to be

$$
1<\lambda_{n}<\frac{R_{2}}{R_{1}}
$$

so, up to subsequences, we can assume that:

$$
\lambda_{n} \rightarrow \bar{\lambda} \in\left[1, \frac{R_{2}}{R_{1}}\right] \text { and } u_{n}^{0} \rightarrow \bar{u} \in \partial B_{R_{1}}
$$

Moreover, since $\left(f_{n}\right)_{n}$ converges to $f$ uniformly in $[0, T] \times \bar{B}_{R_{2}}$, there is a constant $M>0$ such that

$$
\left|f_{n}(t, u)\right| \leqslant M, \quad \text { for every } n \in \mathbb{N}, t \in[0, T] \text { and } u \in \bar{B}_{R_{2}}
$$

Then, $\left(u_{n}\right)_{n}$ is bounded in $C^{1}([0, T])$ and, by the Ascoli-Arzelà Theorem, there is a continuous function $u:[0, T] \rightarrow \mathbb{R}^{2}$ such that, up to a subsequence, $u_{n} \rightarrow u$ uniformly. Passing to the limit in

$$
u_{n}(t)=u_{n}^{0}+\int_{0}^{t} f_{n}\left(\tau, u_{n}(\tau)\right) d \tau
$$

we obtain

$$
u(t)=\bar{u}+\int_{0}^{t} f(\tau, u(\tau)) d \tau
$$

so that $u$ is a solution to Eq. (1) with initial value $u(0)=\bar{u} \in \partial B_{R_{1}}$. By the above estimates,

$$
\begin{equation*}
R \leqslant|u(t)| \leqslant R_{2}, \quad \text { for every } t \in[0, T], \tag{15}
\end{equation*}
$$

and $u(T)=\bar{\lambda} u(0)$. Hence, $|u(T)| \geqslant|u(0)|$ and, using polar coordinates as in (8), there is an integer $k$ such that

$$
\vartheta(T)=\vartheta(0)-2 \pi k .
$$

As a consequence of (H2), by (9) it has to be $k \leqslant-1$. Let $\bar{m} \in \mathbb{Z}$ be such that

$$
|\gamma(-\vartheta(0)+2 \pi(\bar{m}-1))|<|u(0)| \leqslant|\gamma(-\vartheta(0)+2 \pi \bar{m})| .
$$

(Recall that $\gamma$ is parametrized in clockwise polar coordinates.) Then, by the admissibility of the curve $\gamma$ and (15), since $B_{R}$ contains $\bar{\Omega}_{0}$, it has to be

$$
|u(t)|<|\gamma(-\vartheta(t)+2 \pi \bar{m})|, \quad \text { for every } t \in] 0, T] .
$$

So, using (6),

$$
\begin{aligned}
|u(T)| & <|\gamma(-\vartheta(T)+2 \pi \bar{m})|=|\gamma(-\vartheta(0)+2 \pi(\bar{m}+k))| \\
& \leqslant|\gamma(-\vartheta(0)+2 \pi(\bar{m}-1))|<|u(0)|,
\end{aligned}
$$

and we get a contradiction with the fact that $|u(T)| \geqslant|u(0)|$.
So, up to a subsequence, for every $u_{n}^{0} \in \partial B_{R_{1}}$, the solution $u_{n}$ of (13) with $u_{n}(0)=u_{n}^{0}$ is such that $u_{n}(T) \neq \lambda u_{n}^{0}$, for every $\lambda>1$. We can then apply the Poincaré-Bohl Theorem to find a $T$-periodic solution $v_{n}(t)$ of (13) starting from a point $v_{n}^{0} \in \bar{B}_{R_{1}}$. Using the Ascoli-Arzelà Theorem again, we find that, up to a subsequence, $\left(v_{n}\right)_{n}$ converges to a $T$-periodic solution of Eq. (1).

Remark 2.4. Condition (H3) has been used to forbid the large amplitude solutions to rotate too rapidly. One could imagine many different situations, where (H3) is replaced by some other type of control of the angular speed of the solutions.

The existence of an admissible regular spiral is guaranteed, e.g., if the large amplitude solutions rotate clockwise not too slowly, and have a controlled radial velocity, as the following proposition proves.

Proposition 2.5. Let the following two assumptions hold:
(H4) there exist $R>0$ and $\eta>0$ such that

$$
|v| \geqslant R \quad \Rightarrow \quad\langle J f(t, v), v\rangle \geqslant \eta|v|^{2}, \quad \text { for every } t \in[0, T] ;
$$

(H5) there exists a continuous function $\chi:[0,+\infty[\rightarrow] 0,+\infty[$ such that

$$
\langle f(t, v), v\rangle \leqslant \chi(|v|), \quad \text { for every } t \in[0, T] \text { and } v \in \mathbb{R}^{2}
$$

and

$$
\int_{0}^{+\infty} \frac{r d r}{\chi(r)}=+\infty
$$

Then, (H1) is satisfied.
Proof. We define the curve $\gamma:\left[0,+\infty\left[\rightarrow \mathbb{R}^{2}\right.\right.$ as

$$
\gamma(s)=r(s)(\cos s,-\sin s),
$$

where $r(s)$ is the solution of the Cauchy problem

$$
\dot{r}=\frac{2}{\eta} \frac{\chi(r)}{r}, \quad r(0)=R
$$

Since this curve is smooth, the sequence $\left(\sigma_{k}\right)_{k}$, in this case, is arbitrary. Clearly, (3) and (5) hold, since $s$ is the angle in clockwise polar coordinates. We see that $r(s)$ is strictly increasing, and remains bounded for $s$ bounded. Moreover, $r(s) \rightarrow+\infty$ for $s \rightarrow+\infty$, so that condition (4) is satisfied, as well. Hence $\gamma$ is a clockwise rotating regular spiral. In order to show that it is admissible for (1), we compute

$$
\langle J \dot{\gamma}(s), f(t, \gamma(s))\rangle=\frac{\dot{r}(s)}{r(s)}\langle J \gamma(s), f(t, \gamma(s))\rangle+\langle\gamma(s), f(t, \gamma(s))\rangle
$$

Using the assumptions, we have that

$$
\langle J \dot{\gamma}(s), f(t, \gamma(s))\rangle \leqslant-\eta \dot{r}(s) r(s)+\chi(r(s))<0,
$$

thus completing the proof.
Remark 2.6. If the function $f$ has an at most linear growth, i.e., there exists $C>0$ such that

$$
|f(t, v)| \leqslant C(|v|+1), \quad \text { for every } t \in[0, T] \text { and } v \in \mathbb{R}^{2}
$$

then (H3) follows from the Cauchy-Schwarz inequality, and (H5) holds, with $\chi(r)=\operatorname{Cr}(r+1$ ). In a preliminary version of our paper, we had assumed the linear growth condition instead of (H5). In that case, we constructed the admissible curve $\gamma$ as a logarithmic spiral. Condition (H5) was suggested to us by Christian Fabry, whose contribution we acknowledge here.

As a straightforward consequence, we have the following.
Corollary 2.7. If (H2), (H4) hold, and $f$ has an at most linear growth, then Eq. (1) has a T-periodic solution.
In the applications, however, we will not necessarily need that the function $f$ has an at most linear growth. Indeed, the construction of the admissible regular spiral can sometimes be made directly.

We will now introduce a further condition which, together with (H4), guarantees that (H2) holds. This condition consists in a control of the angular velocity of the solutions of the differential equation (1).

Proposition 2.8. Let (H4) and the following assumption hold:
(H6) there exist some values $w_{1}, \ldots, w_{m} \in S^{1}$ and two positive functions

$$
\left.\left.\psi_{1}, \psi_{2}: S^{1} \backslash\left\{w_{1}, \ldots, w_{m}\right\} \rightarrow\right] 0,+\infty\right],
$$

not identically equal to $+\infty$, with the following properties:
(i) in each open arc of the domain these functions are either continuous with all values in $\mathbb{R}$, or identically equal to $+\infty$;
(ii) one has

$$
\begin{equation*}
\psi_{1}(w) \leqslant \liminf _{\lambda \rightarrow+\infty}\left\langle\frac{J f(t, \lambda w)}{\lambda}, w\right\rangle \leqslant \limsup _{\lambda \rightarrow+\infty}\left\langle\frac{J f(t, \lambda w)}{\lambda}, w\right\rangle \leqslant \psi_{2}(w), \tag{16}
\end{equation*}
$$

uniformly for $t \in[0, T]$ and $w$ in any compact subset of $S^{1} \backslash\left\{w_{1}, \ldots, w_{n}\right\}$;
(iii) moreover,

$$
\begin{equation*}
\left[\int_{0}^{2 \pi} \frac{d \theta}{\psi_{2}\left(e^{i \theta}\right)}, \int_{0}^{2 \pi} \frac{d \theta}{\psi_{1}\left(e^{i \theta}\right)}\right] \cap\left\{\frac{T}{N}: N \in \mathbb{N}_{0}\right\}=\varnothing \tag{17}
\end{equation*}
$$

where $\mathbb{N}_{0}$ denotes the set of positive integers.
Then, both (H2) and (H3) are satisfied.
Notice that, in (17), we use the convention that $\frac{1}{+\infty}=0$, and we implicitly assume that the integrals have finite values.

Proof. Since $\psi_{2}$ is not identically equal to $+\infty$, it is bounded at least on one arc, and from the last inequality in (16) we deduce that (H3) holds. We now want to estimate the time needed by a solution of (1) to make a revolution around the origin, in order to verify (H2). Set

$$
\tau_{1}=\int_{0}^{2 \pi} \frac{d \theta}{\psi_{1}\left(e^{i \theta}\right)}, \quad \tau_{2}=\int_{0}^{2 \pi} \frac{d \theta}{\psi_{2}\left(e^{i \theta}\right)}
$$

By (17), there exists a small enough $\varepsilon>0$ such that

$$
\begin{equation*}
\left[\tau_{2}-\varepsilon, \tau_{1}+\varepsilon\right] \cap\left\{\frac{T}{N}: N \in \mathbb{N}_{0}\right\}=\varnothing \tag{18}
\end{equation*}
$$

Writing a solution of (1) in polar coordinates (8), from (H4) we have that there is an $\hat{R}_{1}>0$ such that, if $|u(t)| \geqslant \hat{R}_{1}$ for every $t \in[0, T]$, then

$$
-\vartheta^{\prime}(t)=\frac{\langle J f(t, u(t)), u(t)\rangle}{|u(t)|^{2}} \geqslant \eta>0,
$$

for every $t \in[0, T]$. So, we can find a large enough compact subset $\mathcal{K} \subseteq S^{1} \backslash\left\{w_{1}, \ldots, w_{m}\right\}$, which is a union of closed arcs, such that, if $|u(t)| \geqslant \hat{R}_{1}$ for every $t \in[0, T]$, then $u(t)$ takes a time less than $\varepsilon$ to cross $\Theta\left(S^{1} \backslash \mathcal{K}\right)$.

Let $K=\left\{\theta \in[0,2 \pi]: e^{i \theta} \in \mathcal{K}\right\}$. We can enlarge $\mathcal{K}$, if necessary, so that

$$
\int_{K} \frac{d \theta}{\psi_{2}\left(e^{i \theta}\right)} \geqslant \tau_{2}-\frac{\varepsilon}{2} .
$$

Notice that, since $\psi_{1}$ has positive values,

$$
\int_{K} \frac{d \theta}{\psi_{1}\left(e^{i \theta}\right)}<\tau_{1}
$$

Choose $\delta \in] 0, \min _{\mathcal{K}} \psi_{1}[$ such that

$$
\begin{equation*}
\int_{K} \frac{d \theta}{\psi_{2}\left(e^{i \theta}\right)+\delta} \geqslant \tau_{2}-\varepsilon, \quad \int_{K} \frac{d \theta}{\psi_{1}\left(e^{i \theta}\right)-\delta} \leqslant \tau_{1} . \tag{19}
\end{equation*}
$$

By (16), there is an $\hat{R}_{2}>0$ such that, if $\lambda \geqslant \hat{R}_{2}$, then

$$
\psi_{1}(w)-\delta \leqslant\left\langle\frac{J f(t, \lambda w)}{\lambda}, w\right\rangle \leqslant \psi_{2}(w)+\delta, \quad \text { for every } t \in[0, T] \text { and } w \in \mathcal{K} .
$$

So, as long as

$$
|u(t)| \geqslant \hat{R}_{2} \quad \text { and } \quad \frac{u(t)}{|u(t)|}=e^{i \vartheta(t)} \in \mathcal{K},
$$

we have

$$
\psi_{1}\left(e^{i \vartheta(t)}\right)-\delta \leqslant-\vartheta^{\prime}(t) \leqslant \psi_{2}\left(e^{i \vartheta(t)}\right)+\delta,
$$

i.e.,

$$
\frac{-\vartheta^{\prime}(t)}{\psi_{2}\left(e^{i \vartheta(t)}\right)+\delta} \leqslant 1 \leqslant \frac{-\vartheta^{\prime}(t)}{\psi_{1}\left(e^{i \vartheta(t)}\right)-\delta} .
$$

Integrating, we see from (19) that, if $|u(t)| \geqslant \hat{R}_{2}$ for every $t \in[0, T]$, the time needed for $u(t)$ to cross $\Theta(\mathcal{K})$ lies between $\tau_{2}-\varepsilon$ and $\tau_{1}$.

Summing up, setting $R=\max \left\{\hat{R}_{1}, \hat{R}_{2}\right\}$, we have that, if $u$ is solution of (1) such that $|u(t)| \geqslant R$ for every $t \in[0, T]$, the time needed to perform a complete rotation lies in $\left[\tau_{2}-\varepsilon, \tau_{1}+\varepsilon\right]$. So, in view of (18), such a solution cannot perform an integer number of rotations in the time T. Therefore, (H2) holds.

As straightforward consequences, we have the following.

Corollary 2.9. If (H1), (H4) and (H6) hold, then Eq. (1) has a T-periodic solution.

Proof. By Proposition 2.8, (H4) and (H6) imply (H2) and (H3). Hence, Theorem 2.3 applies.

Corollary 2.10. If (H4), (H5) and (H6) hold, then Eq. (1) has a T-periodic solution.

Proof. By Proposition 2.5, (H4) and (H5) imply (H1). Hence, Corollary 2.9 applies.

## 3. Some applications

In this section, we will illustrate some examples of applications of our main results. However, we will not look for the greatest generality, in order to keep the exposition at a rather simple level. For convenience, Eq. (1) will sometimes be written as

$$
\begin{equation*}
J u^{\prime}=g(t, u) \tag{20}
\end{equation*}
$$

so that $J f=g$.

### 3.1. Nonlinearities controlled by Hamiltonian functions

In this section, we deal with nonresonant problems where the nonlinearity is controlled by some positively homogeneous functions.

Proposition 3.1. Let the following assumption hold:
(H7) There exist two continuous functions $H_{1}, H_{2}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with the following properties:
(i) one has

$$
\begin{equation*}
0<H_{j}(\lambda v)=\lambda^{2} H_{j}(v), \quad \text { for every } v \neq 0 \text { and } \lambda>0 \tag{21}
\end{equation*}
$$

for $j \in\{1,2\}$;
(ii) there is a constant $c>0$ such that

$$
\begin{equation*}
2 H_{1}(v)-c \leqslant\langle J f(t, v), v\rangle \leqslant 2 H_{2}(v)+c \tag{22}
\end{equation*}
$$

for every $t \in[0, T]$ and $v \in \mathbb{R}^{2}$;
(iii) setting

$$
\begin{equation*}
\tau_{1}=\int_{0}^{2 \pi} \frac{d \theta}{2 H_{1}\left(e^{i \theta}\right)}, \quad \tau_{2}=\int_{0}^{2 \pi} \frac{d \theta}{2 H_{2}\left(e^{i \theta}\right)} \tag{23}
\end{equation*}
$$

one has that

$$
\begin{equation*}
\left[\tau_{2}, \tau_{1}\right] \cap\left\{\frac{T}{N}: N \in \mathbb{N}_{0}\right\}=\varnothing \tag{24}
\end{equation*}
$$

Then, (H4) and (H6) hold.

Proof. Since $H_{1}$ has a positive minimum over $S^{1}$, by (21) and (22), we have that (H4) holds. Let $\psi_{1}(w)=2 H_{1}(w)$, and $\psi_{2}(w)=2 H_{2}(w)$, defined on the whole set $S^{1}$. Then, by (22),

$$
2 H_{1}(\lambda w)-c \leqslant\langle J f(t, \lambda w), \lambda w\rangle \leqslant 2 H_{2}(\lambda w)+c,
$$

and using the positive homogeneity (21) of $H_{1}, H_{2}$,

$$
\psi_{1}(w)-\frac{c}{\lambda^{2}} \leqslant\left\langle\frac{J f(t, \lambda w)}{\lambda}, w\right\rangle \leqslant \psi_{2}(w)+\frac{c}{\lambda^{2}},
$$

for every $w \in S^{1}$. Then, (H6) follows from (24).
By Corollaries 2.9 and 2.10, we immediately get the following consequences.
Corollary 3.2. If (H1) and (H7) hold, then Eq. (1) has a T-periodic solution.
Corollary 3.3. If (H5) and (H7) hold, then Eq. (1) has a T-periodic solution.
Remark 3.4. A result similar to Corollary 3.3 has been obtained in [2, Theorem 3], by a continuation approach, in the framework of Leray-Schauder degree theory, under the assumption that $f$ has an at most linear growth (which implies (H5), see Remark 2.6). In our framework, the linear growth assumption is unnecessary. Indeed, assume for example that $f$ satisfies (H7) and has an at most linear growth, and let

$$
\tilde{f}(t, v)=f(t, v)+h(t,|v|) v
$$

where $h: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous, and such that there is an $\bar{r}>0$ for which

$$
r \geqslant \bar{r} \quad \Rightarrow \quad h(t, r) \leqslant \ln (1+r), \quad \text { for every } t \in[0, T] .
$$

Then, $\tilde{f}$ does not necessarily have an at most linear growth, but

$$
\langle J \tilde{f}(t, v), v\rangle=\langle J f(t, v), v\rangle
$$

so that $\tilde{f}$ verifies (H7), and, for $|v|>1$ large enough,

$$
\begin{aligned}
\langle\tilde{f}(t, v), v\rangle & =\langle f(t, v), v\rangle+h(t,|v|)|v|^{2} \\
& \leqslant C(1+|v|)|v|+\ln (1+|v|)|v|^{2} \leqslant 2 \ln (1+|v|)|v|^{2}
\end{aligned}
$$

so that $\tilde{f}$ verifies (H5), as well. Corollary 3.3 then applies to the equation

$$
u^{\prime}=\tilde{f}(t, u)
$$

Notice also that we have only asked a one-sided control on the function $h$.

Consider now the case when $H_{1}$ and $H_{2}$ are continuously differentiable. Then, the Euler formula holds:

$$
\left\langle\nabla H_{j}(v), v\right\rangle=2 H_{j}(v)
$$

for every $v \in \mathbb{R}^{2}$, with $j \in\{1,2\}$. It can be seen that, for the Hamiltonian systems

$$
\begin{equation*}
J u^{\prime}=\nabla H_{1}(u), \quad J u^{\prime}=\nabla H_{2}(u) \tag{25}
\end{equation*}
$$

the origin is an isochronous center, and the solutions have periods $\tau_{1}$ and $\tau_{2}$, respectively. This is the case described in [9, Theorem 5.2].

As a particular case of the above situation, we now want to deal with nonlinearities which are controlled, in some sense, by symmetric matrices. In what follows, we denote by $\mathcal{S}_{2 \times 2}$ the set of $2 \times 2$ symmetric matrices, and we say that $\mathbb{A} \in \mathcal{S}_{2 \times 2}$ is positive definite if

$$
\langle\mathbb{A} v, v\rangle>0, \quad \text { for every } v \in \mathbb{R}^{2} \backslash\{0\}
$$

For two symmetric matrices $\mathbb{A}$ and $\mathbb{B}$, we write $\mathbb{A} \leqslant \mathbb{B}$ if $\langle\mathbb{A} v, v\rangle \leqslant\langle\mathbb{B} v, v\rangle$, for every $v \in \mathbb{R}^{2}$.

Corollary 3.5. Let $\mathbb{A}$ and $\mathbb{B}$ be two positive definite symmetric $2 \times 2$ matrices, and $\Gamma: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathcal{S}_{2 \times 2}$ be continuous, $T$-periodic in its first variable, and such that

$$
\mathbb{A} \leqslant \Gamma(t, v) \leqslant \mathbb{B}, \quad \text { for every } t \in[0, T] \text { and } v \in \mathbb{R}^{2}
$$

Moreover, let $r: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a continuous and bounded function, $T$-periodic in its first variable. If

$$
\begin{equation*}
[\operatorname{det} \mathbb{A}, \operatorname{det} \mathbb{B}] \cap\left\{\left(\frac{2 \pi N}{T}\right)^{2}: N \in \mathbb{N}\right\}=\varnothing \tag{26}
\end{equation*}
$$

then the equation

$$
J u^{\prime}=\Gamma(t, u) u+r(t, u)
$$

has a T-periodic solution.
Proof. It is well known that the solutions of $J u^{\prime}=\mathbb{A} u$ and $J u^{\prime}=\mathbb{B} u$ have periods

$$
\tau_{1}=\frac{2 \pi}{\sqrt{\operatorname{det} \mathbb{A}}}, \quad \tau_{2}=\frac{2 \pi}{\sqrt{\operatorname{det} \mathbb{B}}}
$$

respectively, corresponding to (23), with

$$
H_{1}(v)=\frac{1}{2}\langle\mathbb{A} v, v\rangle, \quad H_{2}(v)=\frac{1}{2}\langle\mathbb{B} v, v\rangle
$$

Taking $\varepsilon>0$ small enough, and considering the matrices $\mathbb{A}-\varepsilon I$ and $\mathbb{B}+\varepsilon I$ instead of $\mathbb{A}$ and $\mathbb{B}$, respectively, the conclusion then follows from Corollary 3.3 and the observation concerning the Hamiltonian systems in (25), since the nonlinearity has, in this case, an at most linear growth.

Proposition 3.6. Let $\mathbb{A}$ and $\mathbb{B}$ be two positive definite symmetric $2 \times 2$ matrices. Condition (26) is equivalent to

$$
\begin{equation*}
\sigma((1-\lambda) J \mathbb{A}+\lambda J \mathbb{B}) \cap \frac{2 \pi}{T} i \mathbb{Z}=\varnothing, \quad \text { for every } \lambda \in[0,1] \tag{27}
\end{equation*}
$$

Proof. An elementary computation shows that, for the positive definite symmetric $2 \times 2$ matrix $\mathbb{A}$, the eigenvalues of $J \mathbb{A}$ are equal to $\pm i \sqrt{\operatorname{det} \mathbb{A}}$. Similarly,

$$
\sigma((1-\lambda) J \mathbb{A}+\lambda J \mathbb{B})=\{ \pm i \sqrt{\operatorname{det}((1-\lambda) J \mathbb{A}+\lambda J \mathbb{B}})\}
$$

Using linear algebra, one can show that, for positive definite symmetric matrices,

$$
\operatorname{det} \mathbb{A} \leqslant \operatorname{det}((1-\lambda) J \mathbb{A}+\lambda J \mathbb{B}) \leqslant \operatorname{det} \mathbb{B},
$$

for every $\lambda \in[0,1]$, and the dependence on $\lambda$ is continuous. The conclusion easily follows.
Condition (27) was introduced in [10], in the framework of Hamiltonian systems in $\mathbb{R}^{2 M}$ of the type

$$
\begin{equation*}
J u^{\prime}=\nabla_{u} H(t, u) \tag{28}
\end{equation*}
$$

It is a simplification of a condition proposed by Amann in [1], in the abstract framework of operators in the Hilbert space $\mathcal{H}=L^{2}(0, T)$, which we now recall. Let $L: D(L) \subseteq \mathcal{H} \rightarrow \mathcal{H}$ be the self-adjoint differential operator defined by $L u=J u^{\prime}$, where $D(L)$ includes the $T$-periodic conditions. Choose a positive constant $\beta \in \mathbb{R} \backslash \frac{2 \pi}{T} \mathbb{Z}$ such that $-\beta I \leqslant \mathbb{A} \leqslant \mathbb{B} \leqslant \beta I$, and denote by $E$ the sum of the eigenspaces of $L$ belonging to the eigenvalues in $]-\beta, \beta[$. Amann then supposes that

$$
\sigma(J \mathbb{A}) \cap \frac{2 \pi}{T} i \mathbb{Z}=\varnothing=\sigma(J \mathbb{B}) \cap \frac{2 \pi}{T} i \mathbb{Z}
$$

and, concerning the Morse indices,

$$
m\left((L-\mathbb{A})_{\mid E}\right)=m\left((L-\mathbb{B})_{\mid E}\right)
$$

In our framework of planar equations, i.e. $M=1$, the result in $[1,10]$ for the Hamiltonian system (28) can then be stated as follows.

Corollary 3.7. Let $\mathbb{A}$ and $\mathbb{B}$ be two positive definite symmetric $2 \times 2$ matrices, assume that $H(t, u)$ is twice continuously differentiable in $u$ and

$$
\mathbb{A} \leqslant H_{u u}(t, u) \leqslant \mathbb{B}, \quad \text { for every } t \in[0, T] \text { and } u \in \mathbb{R}^{2} .
$$

If

$$
[\operatorname{det} \mathbb{A}, \operatorname{det} \mathbb{B}] \cap\left\{\left(\frac{2 \pi N}{T}\right)^{2}: N \in \mathbb{N}_{0}\right\}=\varnothing
$$

then Eq. (28) has a unique $T$-periodic solution.
Let us remark that all the results of this subsection hold in the case of negative Hamiltonian functions, as well.

### 3.2. The Landesman-Lazer condition

Consider the system

$$
\begin{equation*}
J u^{\prime}=\nabla H(u)+r(t, u), \tag{29}
\end{equation*}
$$

where $r: \mathbb{R} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is a bounded and continuous function, $T$-periodic in its first variable, and $H: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is continuously differentiable, and satisfies

$$
\begin{equation*}
0<H(\lambda v)=\lambda^{2} H(v), \quad \text { for every } v \neq 0 \text { and } \lambda>0 . \tag{30}
\end{equation*}
$$

The situation is thus similar to the one considered in Subsection 3.1, with $H_{1}=H_{2}$. But, on the contrary, we assume now that

$$
\int_{0}^{2 \pi} \frac{d \theta}{2 H\left(e^{i \theta}\right)}=\frac{T}{N}, \quad \text { for some } N \in \mathbb{N}_{0}
$$

For any continuous function $u:[0, T] \rightarrow \mathbb{R}$, we use the notation

$$
\mathcal{N}(u)=\sup \{\sqrt{2 H(u(t))}: t \in[0, T]\} .
$$

It is easily seen from (30) that there are two positive constants $c_{1}, c_{2}$ such that

$$
c_{1}\|u\|_{\infty} \leqslant \mathcal{N}(u) \leqslant c_{2}\|u\|_{\infty},
$$

for every such $u$. It will be useful to fix a $\varphi: \mathbb{R} \rightarrow \mathbb{R}^{2}$ such that

$$
J \varphi^{\prime}(t)=\nabla H(\varphi(t)), \quad H(\varphi(t))=\frac{1}{2}, \quad \text { for every } t \in[0, T] .
$$

Notice that $\varphi$ is periodic, with minimal period $\frac{T}{N}$, and $\mathcal{N}(\varphi)=1$.
Theorem 3.8. In the above setting, assume that

$$
\begin{equation*}
\int_{0}^{T} \liminf _{\substack{\rho \rightarrow+\infty \\ \omega \rightarrow \omega_{0}}}\langle r(t, \rho \varphi(t+\omega)), \varphi(t+\omega)\rangle d t>0, \quad \text { for every } \omega_{0} \in[0, T] . \tag{31}
\end{equation*}
$$

Then, Eq. (29) has a T-periodic solution.
Proof. We want to apply Corollary 2.7. As in the proof of Proposition 3.1, using the Euler formula, we immediately see that condition (H4) holds. Since $\nabla H(u)$ is positively homogeneous of degree 1 and $r(t, u)$ is bounded, the nonlinearity has an at most linear growth. Let us verify (H2). Assume by contradiction that there is a sequence $\left(u_{n}\right)_{n}$ of solutions such that $\min \left\{\left|u_{n}(t)\right|: t \in[0, T]\right\} \rightarrow+\infty$, and $u_{n}(T)=\lambda_{n} u_{n}(0)$, for some $\lambda_{n} \geqslant 1$. Set

$$
v_{n}(t)=\frac{u_{n}(t)}{\mathcal{N}\left(u_{n}\right)} .
$$

Clearly, $\mathcal{N}\left(v_{n}\right)=1$, for every $n$, and

$$
J v_{n}^{\prime}(t)=\nabla H\left(v_{n}(t)\right)+\frac{r\left(t, u_{n}(t)\right)}{\mathcal{N}\left(u_{n}\right)} .
$$

Since $\left(v_{n}\right)_{n}$ is uniformly bounded, we see that $\left(v_{n}^{\prime}\right)_{n}$ is uniformly bounded, as well. Hence, there is a $v$ such that, up to a subsequence, $\left(v_{n}\right)_{n}$ converges to $v$, weakly in $H^{1}(0, T)$, and uniformly in $[0, T]$. Then, $\mathcal{N}(v)=1$. We then see from the equation that the convergence is indeed strong in $C^{1}([0, T])$, and $v$ satisfies

$$
J v^{\prime}=\nabla H(v) .
$$

It is known that all solutions to this system are of the form $\rho \varphi(t+\omega)$, for some $\rho \geqslant 0$ and $\omega \in\left[0, \frac{T}{N}\right]$. Since $\mathcal{N}(\varphi)=1$, it has to be $v(t)=\varphi\left(t+\omega_{0}\right)$, for some $\omega_{0} \in\left[0, \frac{T}{N}\right]$. Let us switch to the generalized polar coordinates

$$
\begin{equation*}
u_{n}(t)=\rho_{n}(t) \varphi\left(t+\omega_{n}(t)\right), \quad v_{n}(t)=\frac{\rho_{n}(t)}{\mathcal{N}\left(u_{n}\right)} \varphi\left(t+\omega_{n}(t)\right) \tag{32}
\end{equation*}
$$

From the above discussion, it will be that

$$
\begin{equation*}
\rho_{n}(t) \rightarrow+\infty, \quad \frac{\rho_{n}(t)}{\mathcal{N}\left(u_{n}\right)} \rightarrow 1, \quad \omega_{n}(t) \rightarrow \omega_{0}, \tag{33}
\end{equation*}
$$

uniformly in $t$. Computing $J u_{n}^{\prime}$ from (32), the differential equation becomes

$$
\rho_{n}^{\prime} J \varphi\left(t+\omega_{n}\right)+\rho_{n}\left(1+\omega_{n}^{\prime}\right) J \varphi^{\prime}\left(t+\omega_{n}\right)=\nabla H\left(\rho_{n} \varphi\left(t+\omega_{n}\right)\right)+r\left(t, \rho_{n} \varphi\left(t+\omega_{n}\right)\right)
$$

A scalar product with $\varphi\left(t+\omega_{n}\right)$ yields

$$
\omega_{n}^{\prime}=\frac{1}{\rho_{n}}\left\langle r\left(t, \rho_{n} \varphi\left(t+\omega_{n}\right)\right), \varphi\left(t+\omega_{n}\right)\right\rangle .
$$

Hence, since we are assuming by contradiction that $u_{n}(T)=\lambda_{n} u_{n}(0)$, and, for $n$ large enough, $v_{n}$ and $\varphi$ perform the same number of rotations around the origin in the time $T$,

$$
0=\omega_{n}(T)-\omega_{n}(0)=\int_{0}^{T} \frac{1}{\rho_{n}(t)}\left\langle r\left(t, \rho_{n}(t) \varphi\left(t+\omega_{n}(t)\right)\right), \varphi\left(t+\omega_{n}(t)\right)\right\rangle d t
$$

Consequently,

$$
0=\int_{0}^{T} \frac{\mathcal{N}\left(u_{n}\right)}{\rho_{n}(t)}\left\langle r\left(t, \rho_{n}(t) \varphi\left(t+\omega_{n}(t)\right)\right), \varphi\left(t+\omega_{n}(t)\right)\right\rangle d t .
$$

Using Fatou's Lemma and the limits in (33), we have that

$$
\begin{aligned}
0 & \geqslant \int_{0}^{T} \liminf _{n} \frac{\mathcal{N}\left(u_{n}\right)}{\rho_{n}(t)}\left\langle r\left(t, \rho_{n}(t) \varphi\left(t+\omega_{n}(t)\right)\right), \varphi\left(t+\omega_{n}(t)\right)\right\rangle d t \\
& \geqslant \int_{0}^{T} \liminf _{n}\left\{r\left(t, \rho_{n}(t) \varphi\left(t+\omega_{n}(t)\right)\right), \varphi\left(t+\omega_{n}(t)\right)\right\rangle d t \\
& \geqslant \int_{0}^{T} \liminf _{\substack{\rho \rightarrow+\infty \\
\omega \rightarrow \omega_{0}}}^{T}\langle r(t, \rho \varphi(t+\omega)), \varphi(t+\omega)\rangle d t,
\end{aligned}
$$

in contradiction with the hypothesis.
Clearly, the same type of result holds if the Hamiltonian function is negative or if, instead of (31), we assume the symmetrical condition

$$
\left.\int_{\substack{\rho \rightarrow+\infty \\ 0 \rightarrow \omega_{0}}}^{T} \limsup _{\substack{ \\\omega \rightarrow}} r(t, \rho \varphi(t+\omega)), \varphi(t+\omega)\right) d t<0, \quad \text { for every } \omega_{0} \in[0, T]
$$

Assumptions like (31) and the above have been introduced in [9], where the double resonance case is also treated.

As a particular case of Eq. (29), we now consider the system

$$
\left\{\begin{array}{l}
-y^{\prime}=\mu x^{+}-v x^{-}+r_{1}(t, x)  \tag{34}\\
x^{\prime}=y+r_{2}(t, y)
\end{array}\right.
$$

where $\mu, \nu$ are positive constants and $r_{1}, r_{2}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are bounded continuous functions, $T$ periodic in their first variable. We assume that there is a positive integer $N$ such that

$$
\frac{\pi}{\sqrt{\mu}}+\frac{\pi}{\sqrt{v}}=\frac{T}{N} .
$$

As a direct consequence of Theorem 3.8, we have the following, where the classical Landesman-Lazer condition can easily be recognized (see, e.g. [6]).

Corollary 3.9. In the above setting, assume that, for every nonzero solution $\phi(t)$ of the scalar equation $\phi^{\prime \prime}+$ $\mu \phi^{+}-v \phi^{-}=0$, we have

$$
\begin{aligned}
& \int_{\{\phi>0\}} \liminf _{x \rightarrow+\infty} r_{1}(t, x) \phi(t) d t+\int_{\{\phi<0\}} \limsup _{x \rightarrow-\infty} r_{1}(t, x) \phi(t) d t \\
& \quad+\int_{\left\{\phi^{\prime}>0\right\}} \liminf _{y \rightarrow+\infty} r_{2}(t, y) \phi^{\prime}(t) d t+\int_{\left\{\phi^{\prime}<0\right\}} \limsup _{y \rightarrow-\infty} r_{2}(t, y) \phi^{\prime}(t) d t>0 .
\end{aligned}
$$

Then, system (34) has a T-periodic solution.
3.3. One-sided superlinear growth

In this subsection, we consider a special case of Eq. (20), i.e., a Hamiltonian system of the type

$$
\left\{\begin{array}{l}
-y^{\prime}=g_{1}(t, x),  \tag{35}\\
x^{\prime}=g_{2}(t, y)
\end{array}\right.
$$

where $g_{1}, g_{2}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous, and $T$-periodic in their first variable. Notice that, here,

$$
g(t, x, y)=\left(g_{1}(t, x), g_{2}(t, y)\right)
$$

We assume that, for $i, j \in\{1,2\}$, there are some $\left.\left.\mu_{i, j}, \nu_{i, j} \in\right] 0,+\infty\right]$ such that

$$
\begin{align*}
& \mu_{1,1} \leqslant \liminf _{x \rightarrow+\infty} \frac{g_{1}(t, x)}{x} \leqslant \limsup _{x \rightarrow+\infty} \frac{g_{1}(t, x)}{x} \leqslant \mu_{1,2},  \tag{36}\\
& \nu_{1,1} \leqslant \liminf _{x \rightarrow-\infty} \frac{g_{1}(t, x)}{x} \leqslant \limsup _{x \rightarrow-\infty} \frac{g_{1}(t, x)}{x} \leqslant v_{1,2},  \tag{37}\\
& \mu_{2,1} \leqslant \liminf _{y \rightarrow+\infty} \frac{g_{2}(t, y)}{y} \leqslant \limsup _{y \rightarrow+\infty} \frac{g_{2}(t, y)}{y} \leqslant \mu_{2,2},  \tag{38}\\
& \nu_{2,1} \leqslant \liminf _{y \rightarrow-\infty} \frac{g_{2}(t, y)}{y} \leqslant \limsup _{y \rightarrow-\infty} \frac{g_{2}(t, y)}{y} \leqslant v_{2,2} \tag{39}
\end{align*}
$$

With the usual convention that $\frac{1}{+\infty}=0$, let

$$
\begin{equation*}
\tau_{j}=\frac{\pi}{2}\left(\frac{1}{\sqrt{\mu_{1, j} \mu_{2, j}}}+\frac{1}{\sqrt{\nu_{1, j} \mu_{2, j}}}+\frac{1}{\sqrt{\nu_{1, j} \nu_{2, j}}}+\frac{1}{\sqrt{\mu_{1, j} \nu_{2, j}}}\right) \tag{40}
\end{equation*}
$$

for $j \in\{1,2\}$.
Theorem 3.10. Assume that all the constants in (36)-(39) are finite, and

$$
\begin{equation*}
\left[\tau_{2}, \tau_{1}\right] \cap\left\{\frac{T}{N}: N \in \mathbb{N}_{0}\right\}=\varnothing . \tag{41}
\end{equation*}
$$

Then, system (35) has a $T$-periodic solution. The same is true if one of the constants $\mu_{1,2}, \nu_{1,2}, \mu_{2,2}, \nu_{2,2}$ is equal to $+\infty$, all the others being finite.

Proof. In the case where all the constants in (36)-(39) are finite, we will apply Corollary 2.10. Condition (H5) holds, since the nonlinearities have an at most linear growth. Modifying slightly the constants in (36)-(39), without affecting (41), we can assume without loss of generality that there is an $R>0$ such that, for every $t \in[0, T]$,

$$
\begin{aligned}
x \geqslant R & \Rightarrow \quad \mu_{1,1} \leqslant \frac{g_{1}(t, x)}{x} \leqslant \mu_{1,2} \\
x \leqslant-R & \Rightarrow \quad v_{1,1} \leqslant \frac{g_{1}(t, x)}{x} \leqslant v_{1,2}
\end{aligned}
$$

$$
\begin{align*}
y \geqslant R & \Rightarrow \quad \mu_{2,1} \leqslant \frac{g_{2}(t, y)}{y} \leqslant \mu_{2,2} \\
y \leqslant-R & \Rightarrow \quad \nu_{2,1} \leqslant \frac{g_{2}(t, y)}{y} \leqslant \nu_{2,2} \tag{42}
\end{align*}
$$

Moreover, we have the existence of a constant $C>0$ such that

$$
\begin{align*}
|x| \leqslant R & \Rightarrow \quad\left|g_{1}(t, x) x\right| \leqslant C \\
|y| \leqslant R & \Rightarrow\left|g_{2}(t, y) y\right| \leqslant C \tag{43}
\end{align*}
$$

Consequently, if $(x, y) \neq(0,0)$, in the four different quadrants we have that:
(I) If $x \geqslant 0$ and $y \geqslant 0$, then

$$
\mu_{1,1} x^{2}+\mu_{2,1} y^{2}-2 C \leqslant\langle g(t, x, y),(x, y)\rangle \leqslant \mu_{1,2} x^{2}+\mu_{2,2} y^{2}+2 C .
$$

(II) If $x \leqslant 0$ and $y \geqslant 0$, then

$$
v_{1,1} x^{2}+\mu_{2,1} y^{2}-2 C \leqslant\langle g(t, x, y),(x, y)\rangle \leqslant v_{1,2} x^{2}+\mu_{2,2} y^{2}+2 C .
$$

(III) If $x \leqslant 0$ and $y \leqslant 0$, then

$$
v_{1,1} x^{2}+v_{2,1} y^{2}-2 C \leqslant\langle g(t, x, y),(x, y)\rangle \leqslant v_{1,2} x^{2}+v_{2,2} y^{2}+2 C .
$$

(IV) If $x \geqslant 0$ and $y \leqslant 0$, then

$$
\mu_{1,1} x^{2}+v_{2,1} y^{2}-2 C \leqslant\langle g(t, x, y),(x, y)\rangle \leqslant \mu_{1,2} x^{2}+v_{2,2} y^{2}+2 C .
$$

The left-hand side inequalities imply that (H4) holds, with

$$
\eta=\frac{1}{2} \min \left\{\mu_{1,1}, \nu_{1,1}, \mu_{2,1}, \nu_{2,1}\right\} .
$$

In order to verify (H6), we take a compact subset

$$
\mathcal{K} \subseteq S^{1} \backslash\left\{e^{0}, e^{i \pi / 2}, e^{i \pi}, e^{i 3 \pi / 2}\right\}
$$

Without loss of generality, we can assume it to be of the form $\mathcal{K}=\left\{e^{i \theta}: \theta \in K\right\}$, with

$$
K=\left[\alpha, \frac{\pi}{2}-\alpha\right] \cup\left[\frac{\pi}{2}+\alpha, \pi-\alpha\right] \cup\left[\pi+\alpha, \frac{3 \pi}{2}-\alpha\right] \cup\left[\frac{3 \pi}{2}+\alpha, 2 \pi-\alpha\right],
$$

for some $\alpha \in] 0, \frac{\pi}{2}[$. We define

$$
\psi_{1}\left(e^{i \theta}\right)= \begin{cases}\mu_{1,1} \cos ^{2} \theta+\mu_{2,1} \sin ^{2} \theta, & \text { if } \theta \in] 0, \frac{\pi}{2}[ \\ v_{1,1} \cos ^{2} \theta+\mu_{2,1} \sin ^{2} \theta, & \text { if } \theta \in] \frac{\pi}{2}, \pi[ \\ v_{1,1} \cos ^{2} \theta+v_{2,1} \sin ^{2} \theta, & \text { if } \theta \in] \pi, \frac{3 \pi}{2}[ \\ \mu_{1,1} \cos ^{2} \theta+v_{2,1} \sin ^{2} \theta, & \text { if } \theta \in] \frac{3 \pi}{2}, 2 \pi[ \end{cases}
$$

and

$$
\psi_{2}\left(e^{i \theta}\right)= \begin{cases}\mu_{1,2} \cos ^{2} \theta+\mu_{2,2} \sin ^{2} \theta, & \text { if } \theta \in] 0, \frac{\pi}{2}[ \\ v_{1,2} \cos ^{2} \theta+\mu_{2,2} \sin ^{2} \theta, & \text { if } \theta \in] \frac{\pi}{2}, \pi[ \\ v_{1,2} \cos ^{2} \theta+v_{2,2} \sin ^{2} \theta, & \text { if } \theta \in] \pi, \frac{3 \pi}{2}[ \\ \mu_{1,2} \cos ^{2} \theta+v_{2,2} \sin ^{2} \theta, & \text { if } \theta \in] \frac{3 \pi}{2}, 2 \pi[ \end{cases}
$$

Condition (41) then implies that (H6) holds (see [11] for the computations). Corollary 2.10 can thus be applied, and the proof is completed in this case.

Assume now, for instance, that $\nu_{1,2}=+\infty$, all the other constants being finite. In this case, we will apply Corollary 2.9. Indeed, condition (H4) still holds, since it follows from the left-hand side estimates above. Condition (H6) can also be proved similarly as above. In this case, we will have that

$$
\left.\psi_{2}\left(e^{i \theta}\right)=+\infty, \quad \text { for every } \theta \in\right] \frac{\pi}{2}, \pi[\cup] \pi, \frac{3 \pi}{2}[
$$

We now need to verify (H1), showing that an admissible clockwise rotating regular spiral exists. Using (37), it is possible to construct two continuous functions $\left.\left.h_{1}, h_{2}:\right]-\infty,-R\right] \rightarrow \mathbb{R}$ such that

$$
h_{1}(x)<g_{1}(t, x)<h_{2}(x)<0, \quad \text { for every } x \leqslant-R,
$$

and whose primitive functions $H_{1}, H_{2}$ satisfy

$$
\lim _{x \rightarrow-\infty} H_{1}(x)=\lim _{x \rightarrow-\infty} H_{2}(x)=+\infty
$$

In order to construct the admissible regular spiral we consider four different regions in the plane:

$$
\begin{aligned}
E & =[-R,+\infty[\times \mathbb{R}, \\
S W & =]-\infty,-R] \times]-\infty,-R], \\
W & =]-\infty,-R] \times[-R, R], \\
N W & =]-\infty,-R] \times[R,+\infty[.
\end{aligned}
$$

The regular spiral will be constructed by gluing together pieces of curves belonging to each of these regions. Concerning the region $E$, we easily construct the curve $\gamma$ like in the proof of Proposition 2.5 (or like a logarithmic spiral, see Remark 2.6).

In the region SW, the regular spiral is built as a level curve of the Hamiltonian function

$$
\mathcal{H}_{S W}(x, y)=\frac{1}{2} \nu_{2,2} y^{2}+H_{2}(x) .
$$

For a solution of (35) which intersects a level curve in this region, at a time $t$, we have

$$
\begin{aligned}
\frac{d}{d t} \mathcal{H}_{S W}(x(t), y(t)) & =-v_{2,2} y(t) g_{1}(t, x(t))+h_{2}(x(t)) g_{2}(t, y(t)) \\
& \leqslant v_{2,2} y(t)\left(h_{2}(x(t))-g_{1}(t, x(t))\right)<0
\end{aligned}
$$

so that (7) holds.

In the region $W$, we build the curve as a straight line with a negative slope $-m$, with $m>0$ sufficiently small. Let $\tilde{C}>0$ be such that

$$
\left|g_{2}(t, y)\right| \leqslant \tilde{C}, \quad \text { if } t \in[0, T] \text { and }|y| \leqslant R .
$$

Being $x \leqslant-R,|y| \leqslant R$, and since $\dot{\gamma}$ has the direction of ( $-1, m$ ), using (42) and (43) we have

$$
-g_{1}(t, x)+m g_{2}(t, y) \geqslant v_{1,1} R-m \tilde{C}>0
$$

provided that $m<\nu_{1,1} R / \tilde{C}$. Hence, (7) holds in this region.
In the region $N W$, the regular spiral is built as a level curve of the Hamiltonian function

$$
\mathcal{H}_{N W}(x, y)=\frac{1}{2} \mu_{2,1} y^{2}+H_{1}(x)
$$

For a solution of (35) which intersects a level curve in this region, at a time $t$, we have

$$
\begin{aligned}
\frac{d}{d t} \mathcal{H}_{N W}(x(t), y(t)) & =-\mu_{2,1} y(t) g_{1}(t, x(t))+h_{1}(x(t)) g_{2}(t, y(t)) \\
& \leqslant \mu_{2,1} y(t)\left(h_{1}(x(t))-g_{1}(t, x(t))\right)<0
\end{aligned}
$$

so that (7) holds.
In order to be sure that the curve grows towards infinity, we will be careful in choosing, in the region $W$, the slope $m$ small enough, so that at every turn the curve gets larger and larger. In this way, (H1) is verified, and Corollary 2.9 applies, so that the proof is completed.

Theorem 3.10 partially generalizes the existence results obtained in [5,7] for the scalar equation (2), for which $\mu_{2,1}=\mu_{2,2}=v_{2,1}=v_{2,2}=1$. Indeed, the conditions in [7] were more subtle, involving some integrals over $t$. For briefness, we prefer not entering in these details.

Let us state the following corollary, where $\nu_{1,2}=+\infty$ and $\nu_{1,1}$ can be chosen to be arbitrarily large.

Corollary 3.11. Assume that

$$
\lim _{x \rightarrow-\infty} \frac{g_{1}(t, x)}{x}=+\infty
$$

and that (36), (38) and (39) hold. If there is a positive integer $N$ such that

$$
\frac{2 T}{(N+1) \pi}<\frac{1}{\sqrt{\mu_{1,2} \mu_{2,2}}}+\frac{1}{\sqrt{\mu_{1,2} v_{2,2}}} \leqslant \frac{1}{\sqrt{\mu_{1,1} \mu_{2,1}}}+\frac{1}{\sqrt{\mu_{1,1} v_{2,1}}}<\frac{2 T}{N \pi}
$$

then system (35) has a T-periodic solution.
Remark 3.12. We may repeat the arguments in this subsection for a more general system like

$$
\left\{\begin{array}{l}
-y^{\prime}=g_{1}(t, x)+\beta y+r_{1}(t, x, y) \\
x^{\prime}=\beta x+g_{2}(t, y)+r_{2}(t, x, y)
\end{array}\right.
$$

where $\beta$ is such that

$$
\beta^{2}<\min \left\{\mu_{1,1} \mu_{2,1}, \mu_{1,1} v_{2,1}, v_{1,1} \mu_{2,1}, v_{1,1} v_{2,1}\right\}
$$

and $r_{1}, r_{2}$ are two continuous functions, $T$-periodic in their first variable, such that

$$
\lim _{\lambda \rightarrow+\infty} \frac{r_{i}(t, \lambda \cos \theta, \lambda \sin \theta)}{\lambda}=0, \quad i \in\{1,2\},
$$

uniformly for $t \in[0, T]$ and $\theta \in[0,2 \pi]$. In this case, the definition of $\tau_{j}$ in (40) should be changed, taking into account the presence of the new constant $\beta$. We will have

$$
\tau_{j}=\Psi\left(\mu_{1, j}, \mu_{2, j},-1\right)+\Psi\left(\mu_{1, j}, \nu_{2, j},+1\right)+\Psi\left(\nu_{1, j}, \nu_{2, j},-1\right)+\Psi\left(\nu_{1, j}, \mu_{2, j},+1\right)
$$

for $j \in\{1,2\}$, where

$$
\Psi\left(\xi_{1}, \xi_{2}, \kappa\right)=\frac{1}{\sqrt{\xi_{1} \xi_{2}-\beta^{2}}}\left[\frac{\pi}{2}+\kappa \arctan \left(\frac{\beta}{\sqrt{\xi_{1} \xi_{2}-\beta^{2}}}\right)\right]
$$

We refer to [11] for the corresponding computations.

### 3.4. Nonlinearities with a singularity

As already mentioned in the Introduction, we can adapt our results to the case where $f: \mathbb{R} \times$ $\mathcal{A} \rightarrow \mathbb{R}^{2}$, where $\mathcal{A}$ is, e.g., a star-shaped subset of $\mathbb{R}^{2}$. In this case, instead of (4), the regular spiral $\gamma(s)$ will accordingly be asked to exit any given compact subset in $\mathcal{A}$, when $s$ is sufficiently large. Even more general subsets $\mathcal{A}$ could be considered, of course, but we will not enter into details. We just illustrate below a case when $\mathcal{A}$ is the right half-plane.

Let $\left.g_{1}: \mathbb{R} \times\right] 0,+\infty\left[\rightarrow \mathbb{R}\right.$ and $g_{2}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be continuous, and $T$-periodic with respect to their first variable.

Corollary 3.13. Assume that there are a constant $\delta>0$ and a continuous function $\left.\hat{g}_{1}:\right] 0, \delta[\rightarrow \mathbb{R}$ such that

$$
\left.g_{1}(t, x) \leqslant \hat{g}_{1}(x), \quad \text { for every } t \in[0, T] \text { and } x \in\right] 0, \delta[
$$

and

$$
\lim _{x \rightarrow 0^{+}} \hat{g}_{1}(x)=-\infty, \quad \int_{0}^{\delta} \hat{g}_{1}(x) d x=-\infty
$$

If moreover (36), (38) and (39) hold, and there is a positive integer $N$ such that

$$
\frac{2 T}{(N+1) \pi}<\frac{1}{\sqrt{\mu_{1,2} \mu_{2,2}}}+\frac{1}{\sqrt{\mu_{1,2} \nu_{2,2}}} \leqslant \frac{1}{\sqrt{\mu_{1,1} \mu_{2,1}}}+\frac{1}{\sqrt{\mu_{1,1} \nu_{2,1}}}<\frac{2 T}{N \pi}
$$

then system (35) has a T-periodic solution.
Proof. We apply our general theorem, adapted to this situation. The construction of the admissible curve follows closely the one provided in [8, Section 3], gluing together level lines of the appropriate Hamiltonian functions, as in the proof of Theorem 3.10, and straight lines having a sufficiently small slope. Concerning the estimates of the time needed for a large amplitude solution to make a rotation around, say, the point $(1,0)$, we refer to [8, Section 4].

The above corollary generalizes the existence results obtained in [4] and [8] for the scalar equation (2), for which $\mu_{2,1}=\mu_{2,2}=\nu_{2,1}=\nu_{2,2}=1$.
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