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Spiegazione

The models this book presents are generalized linear models. This broad class of
models includes ordinary regression and ANOVA models for continuous responses
as well as models for discrete responses. This chapter introduces generalized linear
models for categorical and other discrete response data. The acronym GLM is

shorthand for generalized /inear model.




Spiegazione

3.1 COMPONENTS OF A GENERALIZED LINEAR MODEL

All generalized linear models have three components: The random component
1dentifies the response variable Y and assumes a probability distribution for it. The
systematic component specifies the explanatory variables for the model. The link
function specifies a function of the expected value (mean) of Y, which the GLM
relates to the explanatory variables through a prediction equation having linear form.
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Spiegazione

3.1.1 Random Component

The random component of a GLM 1identifies the response variable Y and selects a
probability distribution for it. Denote the observations on Y by (Y1, ..., ¥,). Standard
GLMs treat Y1, ..., Y, as independent.

In many applications, the observations on Y are binary, such as *“‘success” or
“failure.” More generally, each Y; might be the number of successes out of a certain
fixed number of trials. In either case, we assume a binomial distribution for Y. In
some applications, each observation is a count. We might then assume a distribution
for ¥ that applies to all the nonnegative integers, such as the Poisson or negative
binomial. If each observation is continuous, such as a subject’s weight in a dietary
study, we might assume a normal distribution for Y.
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3.1.2 Systematic Component

The systematic component of a GLM specifies the explanatory variables. These enter
linearly as predictors on the right-hand side of the model equation. That is, the
systematic component specifies the variables that are the {x;} in the formula

o+ Bix; 4+ -+ Brxy

This linear combination of the explanatory variables is called the linear predictor.

Some {x;} can be based on others in the model. For example, perhaps x3 = xx,
to allow interaction between x; and x» in their effects on Y, or perhaps x3 = .1:12, to
allow a curvilinear effect of x;. (GLMs use lower case for each x to emphasize that
x-values are treated as fixed rather than as a random variable.)
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3.1.3 Link Function

Denote the expected value of ¥, the mean of its probability distribution, by u = E(Y).
The third component of a GLM, the link function, specifies a function g(-) that relates
t to the linear predictor as

guw) =a+ frx;+ -+ Brxx

The function g(-), the link function, connects the random and systematic components.
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REGRESSION

The simple linear regression model consists of the mean function and the variance
function

E(Y|X =x) = fo + P1x




esempio 1: GLM = regressione

The simplest link function is g(u) = . This models the mean directly and 1s
called the identity link. It specifies a linear model for the mean response,

w=o+prx+ -+ Brxk (3.1)

This is the form of ordinary regression models for continuous responses.



esempio 2: Poisson

Other link functions permit . to be nonlinearly related to the predictors. For
instance, the link function g() = log() models the log of the mean. The log function
applies to positive numbers, so the log link function is appropriate when x cannot be
negative, such as with count data. A GLM that uses the log link is called a loglinear
model. 1t has form

log(n) = o + Bix1 + -+ + Bexk




esempio 2: Poisson

3.3 GENERALIZED LINEAR MODELS FOR COUNT DATA

Many discrete response variables have counts as possible outcomes. Examples are
Y = number of parties attended in the past month, for a sample of students, or
Y = number of imperfections on each of a sample of silicon wafers used in man-
ufacturing computer chips. Counts also occur in summarizing categorical variables
with contingency tables. This section introduces GLMs for count data.

The simplest GLMs for count data assume a Poisson distribution for the random
component. Like counts, Poisson variates can take any nonnegative integer value. We
won’t need to use the formula for the Poisson distribution here! but will merely state
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esempio 2: Poisson

3.3.1 Poisson Regression

The Poisson distribution has a positive mean. GLMs for the Poisson mean can use
the identity link, but it is more common to model the log of the mean. Like the linear
predictor @ + Bx, the log of the mean can take any real-number value. A Poisson
loglinear model is a GLM that assumes a Poisson distribution for ¥ and uses the log
link function.

For a single explanatory variable x, the Poisson loglinear model has form
logu = o+ Bx
The mean satisfies the exponential relationship

i = exp(a + Bx) = e% ()"




esempio 3: Binomiale

The link function g(x) = log[u /(1 — )] models the log of an odds. It is appro-
priate when  is between 0 and 1, such as a probability. This is called the logit link.
A GLM that uses the logit link is called a logistic regression model.




esempio 3: Binomiale

3.2.3 Logistic Regression Model

Relationships between 7 (x) and x are usually nonlinear rather than linear. A fixed
change in x may have less impact when 7 is near O or 1 than when 7 is near the
middle of its range. In the purchase of an automobile, for instance, consider the
choice between buying new or used. Let 7 (x) denote the probability of selecting a
new car, when annual family income = x. An increase of $10,000 in annual family
income would likely have less effect when x = $1,000,000 (for which 7 1s near 1)
than when x = $50,000.




esempio 3: Binomiale

In practice, 7 (x) often either increases continuously or decreases continuously as
x increases. The S-shaped curves displayed in Figure 3.2 are often realistic shapes
for the relationship. The most important mathematical function with this shape has
formula
exp(a + Bx) e +hx

i) = 1 4+ exp(o + Bx) T 1 feathr




esempio 3: Binomiale

3.2 GENERALIZED LINEAR MODELS FOR BINARY DATA
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Figure 3.2, Logistic regression functions.




esempio 3: Binomiale

using the exponential function. This is called the logistic regression function. We will
see in Chapter 4 that the corresponding logistic regression model form is

1 ( 7 (x) )_
0g = o + Bx (3.2)

1 —m(x)

The logistic regression model (3.2) is a special case of a GLM. The random compo-
nent for the (success, failure) outcomes has a binomial distribution. The link function
is the logit function log[w /(1 — m)] of 7, symbolized by “logit(sr).” Logistic regres-
sion models are often called logit models. Whereas 7 is restricted to the 0—1 range,
the logit can be any real number. The real numbers are also the potential range for
linear predictors (such as o + fBx) that form the systematic component of a GLM, so
this model does not have the structural problem that the linear probability model has.




