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Abstract

We provide a necessary and sufficient condition for permanence related to a dynamical system on a suitable topological space. We then illustrate an application to a Lotka–Volterra predator–prey model with intraspecific competition.
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1. Introduction

A fundamental problem in mathematical biology concerns the long-term survival of all species in an ecological context of interacting populations. Although many criteria have been proposed to define the notion of long-term survival, the most suitable from a biological point of view seems to be the one known as permanence, cf. [16, 20]. As we will make more precise below, it guarantees that the size of each population asymptotically settles above a certain threshold, and all the populations do not grow indefinitely.

This basic question raises also in other contexts, of very different nature, from catalytic reactions to evolutionary game dynamics. Different names have sometimes been used in these situations (see, e.g. [10, 13, 14, 19]).

We now enter a bit more into details. Let $\pi: X \times \mathbb{R} \to X$ be a continuous dynamical system in a suitable locally compact space $X$. Typically, when
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dealing with a population model, $X$ is the set $\mathbb{R}^N_+$ (where $\mathbb{R}_+$ denotes the set of nonnegative real numbers), and $\pi$ is generated by an autonomous ordinary differential equation. Let us denote by $S$ a closed proper subset of $X$. This is the subset we would like to avoid, when aiming for permanence. In the case described above, $S$ consists of those elements of $\mathbb{R}^N_+$ having at least one coordinate equal to zero.

**Definition 1.** The system $\pi$ is said to be permanent with respect to $S$ if there exists a compact set $K \subset X \setminus S$ with the following property: for every $x \in X \setminus S$ there exists a $T_x \geq 0$ such that $\pi(x, t) \in K$, for every $t \geq T_x$.

The notion of permanence is strongly related with the one of uniform persistence, that means requiring $S$ to be a uniform repeller, cf. [2, 6, 7, 8, 12, 23]. If $X$ is a compact metric space, then permanence is equivalent to uniform persistence with respect to $S$. Otherwise, in general, permanence is a stronger condition than uniform persistence. In the applications, it is very often asked as an assumption, or intrinsically contained in the model, that the numerosities of the populations remain bounded, motivating this by the fact that our world is indeed bounded (see, e.g. [5, 17, 18, 21, 22]). This dissipativity property of the system $\pi$ permits to recover the desired compactness.

The aim of this paper is to provide a general theorem characterizing permanence, in the same spirit of a theorem provided by the first author in [6] for uniform persistence. A crucial point in [6, Theorem 1] was to assume that $S$ is a compact set. In order to deal with the general situation when $S$ can be non-compact, we will make use here of the Alexandroff compactification of the space $X$, so to recover the needed compactness.

Let us notice that compactification arguments have already been introduced in this setting, cf. [4, 11]. However, it seems that no simple characterization of permanence has been given yet, in the non-compact case.

In recent years, a large number of applications have been provided for uniform persistence theorems in different fields (see [20], and the references therein). In view of the increasing interest in this field, we trust that our main theorem will facilitate further applications to the permanence problem.

The paper is organized as follows. In Section 2 we provide a version of [6, Theorem 1], originally proved for metric spaces, in the case of compact Hausdorff spaces. This will be used in Section 3 to prove our main result, through the above mentioned compactification of the space. In Section 4
we illustrate an application of our main theorem to a generalized Lotka–Volterra predator–prey model, where an effect of intraspecific competition is introduced. We will show how permanence can be obtained by a small modification of the classical model.

2. Semi-dynamical systems in compact topological spaces

In this section, we consider a continuous semi-dynamical system \( \pi: X \times \mathbb{R}_+ \to X \), in the case when \( X \) is a compact Hausdorff space.

**Theorem 2.** If \( X \) is a compact Hausdorff space, \( \pi: X \times \mathbb{R}_+ \to X \) is a continuous semi-dynamical system and \( S \) is a closed proper subset of \( X \) such that \( X \setminus S \) is positively invariant, then a sufficient condition for \( \pi \) to be permanent with respect to \( S \) is that there exist an open neighborhood \( U \) of \( S \) and a function \( P: X \to \mathbb{R}_+ \) such that

1. \( P \) is continuous;
2. \( P(x) = 0 \) if and only if \( x \in S \);
3. for every \( x \in U \setminus S \) there exists a \( t_x > 0 \) such that \( P(\pi(x,t_x)) > P(x) \).

Moreover, if \( X \) is perfectly normal, the above condition is also necessary.

We recall that a Hausdorff space is **perfectly normal** if for any two disjoint closed subsets \( E \) and \( F \) there is a continuous function \( f: X \to [0,1] \) such that \( f^{-1}(0) = E \) and \( f^{-1}(1) = F \). For instance, any metric space is perfectly normal, cf. [3, Prop. IX.5.2].

**Proof.** We first prove the sufficiency, following [6]. For every positive real number \( p \), we consider the sets

\[
I(p) := P^{-1}([0,p]) = \{ x \in X : P(x) \leq p \}.
\]

By \( (a_1) \) and \( (a_2) \), these are closed neighborhoods of \( S \), and we can fix a sufficiently small \( \bar{p} > 0 \) so that \( I(\bar{p}) \subseteq U \). For every positive real number \( q \in (0,\bar{p}) \), we define the closed sets

\[
V(q) := P^{-1}([q,\bar{p}]) = \{ x \in X : q \leq P(x) \leq \bar{p} \}.
\]

We are going to prove the following

**Claim.** Given \( q \in (0,\bar{p}] \), there exists \( T \geq 0 \) with the property that, taken any \( x \in V(q) \), there is a \( t_x \in (0,T] \) such that \( P(\pi(x,t)) \notin I(\bar{p}) \).
By assumption \((a_3)\), for every \(y \in I(\bar{p}) \setminus S\) there exist \(T_y > 0\) and \(\varepsilon_y > 0\) such that \(P(\pi(y, T_y)) \geq P(y) + 2\varepsilon_y\). By the continuity of \(P\), there exists an open neighborhood \(B_y\) of \(y\) such that, for all \(z \in B_y\),
\[
P(\pi(z, T_y)) \geq P(z) + \varepsilon_y. \tag{1}
\]
The open sets \(B_y\), as \(y\) varies in \(V(q)\), cover \(V(q)\). Since \(V(q)\) is compact, there exists a finite subcover \(B_{y_1}, \ldots, B_{y_k}\).

Setting \(\varepsilon = \min_{i=1, \ldots, k} \varepsilon_{y_i}\), by (1), for every \(z \in V(q)\) there exists an index \(i \in \{1, \ldots, k\}\) such that
\[
P(\pi(z, T_{y_i})) \geq P(z) + \varepsilon. \tag{2}
\]
Let \(n\) be the integer satisfying
\[
q + (n - 1)\varepsilon \leq \bar{p} < q + n\varepsilon,
\]
and set \(T = nT\). We affirm that this choice of \(T\) satisfies the Claim.

Suppose by contradiction that there exists \(x \in V(q)\) such that \(\pi(x, t) \in I(\bar{p})\) for all \(t \in [0, T]\). Since \(x \in V(q)\), by (1) there exists \(t_1 = T_x \in [0, \hat{T}]\) such that
\[
P(\pi(x, t_1)) \geq P(x) + \varepsilon \geq q + \varepsilon.
\]
If \(n = 1\), then \(P(\pi(x, t_1)) > \bar{p}\) and we get the contradiction. If \(n > 1\), since we are assuming \(\pi(x, t) \in I(\bar{p})\) for all \(t \in [0, T]\), we get \(\pi(x, t_1) \in V(q)\) and hence by (1) we can define \(t_2 = T_{\pi(x, t_1)} \in [0, \hat{T}]\), which is such that
\[
P(\pi(x, t_1 + t_2)) \geq P(\pi(x, t_1)) + \varepsilon \geq q + 2\varepsilon.
\]
If \(n = 2\), then \(P(\pi(x, t_1 + t_2)) > \bar{p}\) and we get the contradiction, since \(t_1 + t_2 \leq 2\hat{T} = T\). Else, if \(n > 2\), we can repeat the same argument and define \(t_3, \ldots, t_n\). We have
\[
P(\pi(x, t_1 + t_2 + \cdots + t_n)) \geq q + n\varepsilon > \bar{p}.
\]
Since \(t_1 + t_2 + \cdots + t_n \leq n\hat{T} = T\), this contradicts the fact that \(\pi(x, t) \in I(\bar{p})\) for all \(t \in [0, T]\). Thus the claim is proved.
The claim has some important consequences. The first fact is that for every \( x \in I(\bar{p}) \setminus S \) there exists a \( t_x \geq 0 \) such that \( \pi(x, t_x) \notin I(\bar{p}) \). This can be seen by fixing any \( q < P(x) \). Now let us consider a point \( x \) outside \( I(\bar{p}) \). Its orbit either always stays out of \( I(\bar{p}) \) or, fixed any \( \bar{q} \in (0, \bar{p}] \), it enters \( V(\bar{q}) \). By the claim, it follows that, whenever an orbit enters \( V(\bar{q}) \), there is a \( T > 0 \) such that the orbit must go out of \( I(\bar{p}) \) within a time at most equal to \( T \). From these two facts it follows straightforwardly that the compact set

\[
K = \{ \pi(x, t) : P(x) \geq \bar{p}, \ t \in [0, T] \} = \pi \left( X \setminus I(\bar{p}) \times [0, T] \right)
\]

verifies the definition of permanence with respect to \( S \).

Let us now prove the necessity, in the case when \( X \) is perfectly normal. Consider the disjoint closed subsets \( S \) and \( K \), where \( K \subseteq X \setminus S \) is the compact set provided by the definition of permanence. Since \( X \) is perfectly normal, there exists a function \( P : X \to [0, 1] \) such that \( P^{-1}(0) = S \) and \( P^{-1}(1) = K \). Clearly \( P \) satisfies \((a_1)\) and \((a_2)\). Let \( U = X \setminus K \), and take a certain point \( x \in U \setminus S \), so that \( P(x) < 1 \). By permanence, there is \( t_x > 0 \) such that \( \pi(x, t_x) \in K \). This implies that \( P(\pi(x, t_x)) = 1 < P(x) \), and hence also \((a_3)\) is satisfied.

Notice that, in the above statement, \( U \) has to be a proper subset of \( X \). Indeed, since \( X \) is compact, if it were \( U = X \), then \( P \) would have a maximum point in \( X \), and \((a_3)\) would not be possible.

As a consequence of Theorem 2, we have the following

**Corollary 3.** If \( X \) is a compact perfectly normal space, \( \pi : X \times \mathbb{R}_+ \to X \) is a continuous semi-dynamical system and \( S \) is a closed proper subset of \( X \) such that \( X \setminus S \) is positively invariant, then a necessary and sufficient condition for \( \pi \) to be permanent with respect to \( S \) is that exist an open neighborhood \( U \) of \( S \) and a function \( P : U \to \mathbb{R}_+ \) such that conditions \((a_1)\), \((a_2)\) and \((a_3)\) hold.

**Proof.** Let \( K_0 = X \setminus U \). Then, there exists a continuous function \( f : X \to [0, 1] \) such that \( f^{-1}(0) = S \) and \( f^{-1}(1) = K_0 \). Set

\[
K_1 = \{ x \in X : f(x) \geq \frac{1}{2} \},
\]

and define \( P_1 : X \to \mathbb{R}_+ \) as follows:

\[
P_1(x) = \begin{cases} 
P(x) & \text{if } x \in X \setminus K_1, \\
1 - 2(1 - f(x))(1 - P(x)) & \text{if } x \in K_1 \setminus K_0, \\
1 & \text{if } x \in K_0.
\end{cases}
\]
Then, the conclusion follows applying Theorem 2, with $P_1$ instead of $P$.  

**Remark 4.** It is easy to verify that analogues of Theorem 2 and Corollary 3 hold also for discrete semi-dynamical systems. For briefness, we do not enter into details.

### 3. Permanence for dynamical systems

In this section, we consider a continuous dynamical system $\pi: X \times \mathbb{R} \to X$, in the case when $X$ a is locally compact Hausdorff space.

We construct the *Alexandroff compactification* $\bar{X}$ of $X$ introducing an abstract point $\infty$, and setting $\bar{X} = X \cup \{\infty\}$. If $x = \infty$, a base of neighborhoods is given by the complements of the compact subsets of $X$, while, if $x \in X$, any base of neighborhoods in $X$ is also a base in $\bar{X}$. It is well known that $\bar{X}$, provided with this topology, is a compact Hausdorff space, cf. [3]. The inclusion map $c: X \hookrightarrow \bar{X}$ is an embedding (i.e. a homeomorphism between $X$ and $c(X)$), the so-called *Alexandroff extension*.

**Remark 5.** If, for instance, $X = \mathbb{R}^N$, then its Alexandroff compactification is homeomorphic to the sphere $S^N$ and a possible choice of the inclusion map $c$ is given by the inverse of the stereographic projection.

Given a function $F: X \to \mathbb{R}$, we set
\[
\lim_{x \to \infty} F(x) = \lim_{y \to \infty} F(c^{-1}(y)),
\]
where the inferior limit on the right hand side is taken on the Alexandroff compactification $\bar{X}$. The same notation is adopted also for the limit, when it exists. When $\infty$ is an isolated point of $\bar{X}$, i.e. when $X$ is compact, usually the notion of limit is not defined. However, since any extension of the function $F$ to $\infty$ would be continuous, for practical convenience we agree that, in this case, any statement concerning the limit (or $\lim \inf$) is to be considered automatically true.

Here is our main result.

**Theorem 6.** If $X$ is a locally compact Hausdorff space, $\pi: X \times \mathbb{R} \to X$ is a continuous dynamical system and $S$ is a closed proper subset of $X$ such that $X \setminus S$ is positively invariant, then a sufficient condition for $\pi$ to be permanent with respect to $S$ is that there exist an open neighborhood $U$ of $S$ such that $X \setminus U$ is compact, and a function $P: X \to \mathbb{R}_+$ such that
(A$_1$) $P$ is continuous and $\lim_{x \to \infty} P(x) = 0$;

(A$_2$) $P(x) = 0$ if and only if $x \in S$;

(A$_3$) for every $x \in U \setminus S$ there exists a $t_x > 0$ such that $P(\pi(x, t_x)) > P(x)$.

Moreover, if $\tilde{X}$ is perfectly normal, the above condition is also necessary.

Proof. If $X$ is compact, then the theorem reduces to Theorem 2, in view of the adopted agreement on the limits at the isolated point $\infty$. Hence, we hereafter consider the case of a non-compact space.

We want to extend $\pi$ to a dynamical system $\tilde{\pi}$ on $\tilde{X}$. Thus we define

$$\tilde{\pi}(y, t) = \begin{cases} \pi(c(c^{-1}(y), t)) & \text{if } y \in c(X), \\ \infty & \text{if } y = \infty. \end{cases}$$

All the conditions for $\tilde{\pi}$ being a dynamical system are trivially satisfied except for the continuity of $\tilde{\pi}$ at $(\infty, t_0)$, for any $t_0 \in \mathbb{R}$. To prove this, we have to show that, for every compact set $K$ in $\tilde{X}$, there is a further compact set $K'$ in $X$ and a $\delta > 0$ such that, if $x \in \tilde{X} \setminus K'$ and $|t - t_0| < \delta$, then $\pi(x, t) \notin K$. This is true since, once $K$ has been chosen, it is sufficient to take $\delta = 1$ and

$$K' = \pi(K \times [-t_0 - 1, -t_0 + 1]).$$

Indeed, if $|t - t_0| < 1$ and $\pi(x, t) \in K$, then,

$$x = \pi(\pi(x, t), -t) \in \pi(K \times [-t_0 - 1, -t_0 + 1]) = K'.$$

Define the set $\tilde{S} = c(S) \cup \{\infty\}$. Hence, $\pi$ is permanent with respect to $S$ if and only if $\tilde{\pi}$ is permanent with respect to $\tilde{S}$. The proof is then easily completed applying Theorem 2 to $\tilde{\pi}$, after defining $\tilde{U} = c(U) \cup \{\infty\}$, and $\tilde{P}: \tilde{X} \to \mathbb{R}_+$ as

$$\tilde{P}(y) = \begin{cases} P(c^{-1}(y)) & \text{if } y \in c(X), \\ 0 & \text{if } y = \infty. \end{cases}$$

In order to ensure that $\tilde{X}$ is perfectly normal, a possibility is to assume that the locally compact space $X$ is second-countable (indeed, for locally compact spaces, $X$ is second-countable if and only if $\tilde{X}$ is metrizable, see [3, Theorem XI.8.6]). More generally, we have the following
Proposition 7. Let $X$ be a $\sigma$-locally compact perfectly normal Hausdorff space. Then its Alexandroff compactification $\tilde{X}$ is perfectly normal.

We recall that a locally compact Hausdorff space is $\sigma$-locally compact if it is the union of countably many compact sets. The proof of Proposition 7 is provided, for the reader’s convenience, in the Appendix.

Let us state the analogue of Corollary 3 in this case.

Corollary 8. If $X$ is a $\sigma$-locally compact perfectly normal Hausdorff space, $\pi: X \times \mathbb{R} \to X$ is a continuous dynamical system and $S$ is a closed proper subset of $X$ such that $X \setminus S$ is positively invariant, then a necessary and sufficient condition for $\pi$ to be permanent with respect to $S$ is that there exist an open neighborhood $U$ of $S$ such that $X \setminus U$ is compact, and a function $P: U \to \mathbb{R}_+$ such that conditions $(A_1)$, $(A_2)$ and $(A_3)$ hold.

The proof is a straightforward consequence of Corollary 3. Even in this situation, analogues of Theorem 6 and Corollary 8 can be stated for discrete dynamical systems, as well.

We now want to find some more explicit conditions for permanence, in the case when $X$ is a subset of $\mathbb{R}^N$, provided with the Euclidean distance, and the continuous dynamical system $\pi$ is generated by an autonomous ordinary differential equation, for which $X$ is positively invariant. The derivative along the orbits of a function $P: X \to \mathbb{R}$, when it exists, is defined, as usual, by

$$\dot{P}(x) = \left. \frac{d}{dt} P(\pi(x,t)) \right|_{t=0}.$$

Given a point $x \in X$, we recall that the $\omega$-limit set $\omega(x)$ of $x$ is the set of all $z \in X$ such that there exists a sequence $(t_n)_n$ in $\mathbb{R}_+$, with $t_n \to +\infty$, for which $\pi(x,t_n) \to z$. For a subset $M$ of $X$, we write

$$\Omega(M) = \bigcup_{x \in M} \omega(x).$$

We propose the following version of [15, Theorem 2.5] (see also [10]).

Corollary 9. Let $X$ be a subset of $\mathbb{R}^N$, $\pi: X \times \mathbb{R}_+ \to X$ a continuous dynamical system generated by an autonomous ordinary differential equation, and $S$ a proper subset of $X$ such that $X \setminus S$ is open in $\mathbb{R}^N$ and positively invariant. Assume that there exist a function $P \in C(X, \mathbb{R}_+) \cap C^1(X \setminus S, \mathbb{R}_+)$, a lower semicontinuous function $\psi: X \to \mathbb{R}$, bounded below, and a constant $\alpha \in [0, 1]$ such that
\( (i) \lim_{x \to \infty} P(x) = 0 \) and \( \liminf_{x \to \infty} \psi(x) > 0; \)

\( (ii) P(x) = 0 \) if and only if \( x \in S; \)

\( (iii) \dot{P}(x) \geq [P(x)]^\alpha \psi(x) \) for all \( x \in X \setminus S; \)

\( (iv) \) for every \( z \in S, \) we have \( \sup_{T \geq 0} \int_0^T \psi(\pi(z, s)) \, ds > 0. \)

Then, the dynamical system \( \pi \) is permanent with respect to \( S. \) The same is true if \( (iv) \) is replaced by

\( (v) \) for every \( z \in \overline{\Omega}(S), \) we have \( \sup_{T \geq 0} \int_0^T \psi(\pi(z, s)) \, ds > 0, \)

provided that the following dissipativity condition on \( S \) is verified: there exists a compact set \( K \) in \( X \) such that, for every \( x \in S, \) there is a \( \tau_x \geq 0 \) for which \( \pi(x, t) \in K, \) for every \( t \geq \tau_x. \)

**Proof.** We start proving the first statement. By assumption, \( P \) satisfies \((A_1)\) and \((A_2).\) Let us prove that \((A_3)\) also holds, for some open neighborhood \( U \) of \( S \) such that \( X \setminus U \) is compact.

By \((iv),\) for every \( z \in S \) there is a \( t_z > 0 \) such that \( \int_0^{t_z} \psi(\pi(z, s)) \, ds > 0. \) By the lower semicontinuity of \( \psi, \) there exists an open neighborhood \( B_z \) of \( z \) such that, for every \( x \in B_z, \) we have \( \int_0^{t_z} \psi(\pi(x, s)) \, ds > 0. \) Hence, by \((iii),\)

\[
0 < \int_0^{t_z} \frac{\dot{P}(\pi(x, s))}{[P(\pi(x, s))]^\alpha} \, ds = \begin{cases} \frac{1}{1-\alpha} [P(\pi(x, t_z))^{1-\alpha} - P(x)^{1-\alpha}] & \text{if } \alpha < 1, \\ \log \frac{P(\pi(x, t_z))}{P(x)} & \text{if } \alpha = 1, \end{cases}
\]

and thus \( P(\pi(x, t_z)) > P(x). \) Moreover, since \( \liminf_{x \to \infty} \psi(x) > 0, \) there is an open neighborhood \( U_\infty \) of \( \infty \) where \( \psi \) is positive, so that, by \((iii),\) we have that \( \dot{P}(x) > 0 \) for every \( x \in (X \cap U_\infty) \setminus S, \) and then \( P(\pi(x, t)) > P(x) \) for any sufficiently small \( t > 0. \) Taking \( U = \bigcup_{z \in S} B_z \cup U_\infty, \) we have that \( X \setminus U \) is compact and \( P \) satisfies \((A_3),\) so the proof follows from Theorem 6.

Assume now the dissipativity condition on \( S, \) and that \((v)\) holds. By Fatou’s Lemma, for every fixed \( T \geq 0 \) the function \( z \mapsto \int_0^T \psi(\pi(z, s)) \, ds \) is lower semicontinuous. So, also the function \( z \mapsto \sup_{T \geq 0} \int_0^T \psi(\pi(z, s)) \, ds \) is lower semicontinuous. The set \( \overline{\Omega(S)} \) is compact, being contained in \( K, \) so
by \((v)\) there exists a \(\delta > 0\) and an open neighborhood \(W\) of \(\Omega(S)\) such that, for every \(w \in W\),
\[
\sup_{T \geq 0} \int_0^T \psi(\pi(w, s))\, ds \geq \delta.
\] (3)

Fix now \(z \in S\). Since the positive semiorbit of \(z\) is bounded and \(W\) is a neighborhood of \(\omega(z)\), there exists \(t_z \geq 0\) such that \(\pi(z, t) \in W\) for all \(t \geq t_z\), cf. [9, Theorem I.8.1]. So, by repeated use of (3), we get
\[
\sup_{T \geq 0} \int_0^T \psi(\pi(z, s))\, ds = +\infty.
\]

We have thus shown that \((iv)\) is satisfied, and the proof is completed. \(\square\)

4. An application to a Lotka–Volterra model

We will consider a modification of the classical Lotka–Volterra predator–prey model (cf. [1])
\[
\begin{align*}
\dot{x} &= x(a - by), \\
\dot{y} &= y(-c + dx).
\end{align*}
\] (4)

Here, we recall, all constants \(a, b, c, d\) are positive, and we have a dynamical system on \(X = \mathbb{R}^2_+\). The function \(x\) models the population of the preys, while \(y\) stands for the predators. We are interested in the problem of permanence with respect to the set
\[
S = (\{0\} \times \mathbb{R}_+) \cup (\mathbb{R}_+ \times \{0\}),
\]
so to guarantee, in some sense, the survival in the long-term of both species. System (4), however, is not permanent since, besides an equilibrium point \((\bar{x}, \bar{y})\), with
\[
\bar{x} = \frac{c}{d}, \quad \bar{y} = \frac{a}{b},
\]
its orbits in \(X \setminus S\) are all periodic (rotating counter-clockwise around \((\bar{x}, \bar{y})\)), they are arbitrarily near \(S\), and become arbitrarily large.

We propose the following modification of system (4):
\[
\begin{align*}
\dot{x} &= x(a - by + f_1(x, y)), \\
\dot{y} &= y(-c + dx + f_2(x, y)).
\end{align*}
\] (5)

Here, the functions \(f_1, f_2: X \to \mathbb{R}\) are assumed to be continuous, and it will be useful to introduce the function \(f: X \to \mathbb{R}^2\), defined as
\[
f(x, y) = (f_1(x, y), f_2(x, y)).
\]
We denote by $\pi: X \times \mathbb{R} \to X$ the dynamical system generated by (5). We will generally say that system (5) is permanent if $\pi$ is permanent with respect to $S$. We have the following consequence of Theorem 6.

**Corollary 10.** Assume that, for every $(x, y) \in X \setminus S$, either $f(x, y) = 0$, or
\[
\langle f(x, y), (d(x - \bar{x}), b(y - \bar{y})) \rangle < 0.
\] (6)

If, moreover, there is a point $(x_0, y_0)$ in $S$ for which $f(x_0, y_0) \neq 0$, then system (5) is permanent.

We notice that condition (6) also reads as
\[
(dx - c)f_1(x, y) + (by - a)f_2(x, y) < 0,
\] and it says that the field $f(x, y)$ points inward with respect to the orbits of (4).

**Proof.** As long as $f(x, y) = 0$, the orbits follow the periodic orbits of the classical system (4), and if $f(x, y) \neq 0$, then they cross those periodic orbits from the outer to the inner regions. Since $f(x_0, y_0) \neq 0$ for some $(x_0, y_0) \in S$, there is an open neighborhood $U_0$ of $(x_0, y_0)$ on which $f$ remains nonzero. Let $U_1$ be the set of all points in $X \setminus S$ whose orbits in system (4) cross $U_0$. Clearly, $U = U_1 \cup S$ is an open neighborhood of $S$ in $X$, and its complement in $X$ is a compact set.

Let, for $x > 0$ and $y > 0$,
\[
V(x, y) = d(\bar{x} \ln x - x) + b(\bar{y} \ln y - y),
\]
and define the continuous function $P: X \to \mathbb{R}_+$ as
\[
P(x, y) = \begin{cases} 
e V(x, y) & \text{if } (x, y) \in \mathbb{R}_+^2 \setminus S, \\ 0 & \text{if } (x, y) \in S. \end{cases}
\]
The level sets of this function are precisely the orbits of system (4) and, by the above reasoning, for every $(x, y) \in U$, there is a time $t_{(x,y)} > 0$ for which $P(\pi((x, y), t_{(x,y)}) > P(x, y)$. So, all the assumptions of Theorem 6 are satisfied, and the proof is completed.

**Remark 11.** Notice that the function $f(x, y)$ could be equal to zero everywhere except on a small neighborhood $U_0$ of a point $(x_0, y_0)$ of $S$, where it has to satisfy (6). More generally, instead of asking that $f(x_0, y_0) \neq 0$, it would be sufficient that $f(x, y)$ be nonzero on $U_0 \setminus S$. 


We propose two examples where the above corollary applies.

**Example 12.** We introduce in the Lotka–Volterra system (4) a negative intraspecific effect for the preys, which becomes effective only when their number crosses a certain threshold. We are thus considering the system

\[
\begin{align*}
\dot{x} &= x(A(x) - by), \\
\dot{y} &= y(-c + dx),
\end{align*}
\]  

(7)

where the continuous function \( A: \mathbb{R}_+ \rightarrow \mathbb{R} \) is defined as

\[
A(x) = \begin{cases} 
  a & \text{if } x \in [0, \alpha], \\
  a + g_1(x) & \text{if } x > \alpha.
\end{cases}
\]

All the constants \( a, b, c, d \) and \( \alpha \) are assumed to be positive, with \( d\alpha \geq c \) (i.e. \( \alpha \geq \bar{x} \)), and \( g_1: (\alpha, +\infty) \rightarrow \mathbb{R} \) is a negative function. Then, system (7) satisfies the hypotheses of Corollary 10, with

\[
\begin{align*}
f_1(x, y) &= \begin{cases} 
  0 & \text{if } x \in [0, \alpha], \\
  g_1(x) & \text{if } x > \alpha,
\end{cases}
\end{align*}
\]

and \( f_2(x, y) \) identically zero. Hence, system (7) is permanent.

Notice that, in the above example, we are “penalizing” the preys, when they become too numerous, so to have permanence. This could at first seem counter-intuitive.

**Example 13.** In this second example we consider a different perturbation of the Lotka–Volterra system (4), introducing a positive term that affects predators when their population is small. The system we consider is

\[
\begin{align*}
\dot{x} &= x(a - by), \\
\dot{y} &= y(C(y) + dx),
\end{align*}
\]  

(8)

where the continuous function \( C: \mathbb{R}_+ \rightarrow \mathbb{R} \) is as follows:

\[
C(y) = \begin{cases} 
  -c + g_2(y) & \text{if } y \in [0, \beta), \\
  -c & \text{if } y \geq \beta.
\end{cases}
\]

All the constants \( a, b, c, d \) and \( \beta \) are assumed to be positive, with \( b\beta \leq a \) (i.e. \( \beta \leq \bar{y} \)), and \( g_2: [0, \beta) \rightarrow \mathbb{R} \) is a positive function. Also system (8) satisfies the hypotheses of Corollary 10, and hence is permanent.
So, in the second example above, we are “encouraging” a bit the predators, when rare, and this provides permanence.

**Remark 14.** As already observed in Remark 5, the compactification needed in the proof of Theorem 6 can be carried out, in this case, by the use of the stereographic projection. Let us describe how this type of compactification transforms system (4). We have two fixed points, 0 and ∞, and two heteroclinic orbits connecting them, coming from the two semiaxes \( \{x = 0, y \geq 0\} \) and \( \{y = 0, x \geq 0\} \). There is a third fixed point in the interior region, and all other solutions are periodic, rotating around this point. The situation is then surprisingly similar to the one encountered when studying in the phase plane the behavior of an oscillating pendulum.

To conclude, as a variant of Corollary 10, we can easily prove the following.

**Corollary 15.** Assume that, for every \((x, y) \in X\), either \(f(x, y) = 0\), or
\[
\langle f(x, y), (d(x - \bar{x}), b(y - \bar{y})) \rangle < 0.
\]
If, moreover, there is a constant \(R > 0\) such that
\[
[x \geq R \text{ and } y \geq R] \Rightarrow f(x, y) \neq 0,
\]
then system (5) is permanent.

**Appendix A. Proof of Proposition 7**

In this section, we provide a proof of Proposition 7 which, we recall, states that, if \(X\) is a \(\sigma\)-locally compact perfectly normal Hausdorff space, then its Alexandroff compactification \(\bar{X}\) is perfectly normal.

By assumption, there exists a countable family of compact subsets \(K_n\), with \(n \in \mathbb{N}\), such that
\[
K_n \cap (\bar{X} \setminus K_{n+1}) = \emptyset, \quad \bigcup_{n \in \mathbb{N}} K_n = X.
\]
Since \(X\) is perfectly normal, for all \(n \in \mathbb{N}\) there exists a continuous function \(l_n : X \to [0, 1]\) such that \(l_n^{-1}(0) = \bar{X} \setminus K_{n+1}\) and \(l_n^{-1}(1) = K_n\). We define the continuous function \(l : X \to (0, 2]\) as
\[
l(x) = \sum_{k=0}^{\infty} \frac{l_k(x)}{2^k},
\]
and consider the function $\tilde{l}: \tilde{X} \to [0, 2]$ defined as
\[
\tilde{l}(y) = \begin{cases} 
l(c^{-1}(y)) & \text{if } y \in c(X), \\
0 & \text{if } y = \infty.
\end{cases}
\]

Notice that, if $x \in K_{n+1} \setminus K_n$, for some $n$, then $l(x) = 2^{-n}(l_n(x) + 1)$, whence
\[
\lim_{x \to \infty} l(x) = 0.
\]

Therefore, $\tilde{l}$ is continuous on the whole $\tilde{X}$.

**Remark 16.** If $X = \mathbb{R}^N$, we can take the closed balls $K_n = \overline{B}(0, n)$, and set
\[
l_n(x) = \begin{cases} 
1 & \text{if } \|x\| \leq n, \\
2^{n+1-\|x\|} - 1 & \text{if } n \leq \|x\| \leq n + 1, \\
0 & \text{if } \|x\| \geq n + 1,
\end{cases}
\]
so that $l(x) = 2^{1-\|x\|}$.

A topological space is perfectly normal if and only if every closed set is a zero set, cf. [3, Section VII.4]. Let $\tilde{E} \subseteq \tilde{X}$ be a closed set. Define $E = c^{-1}(\tilde{E})$; since the function $c$ is an embedding, $E$ is closed in $X$. We need to consider two cases: either $\tilde{E} = c(E)$, or $\tilde{E} = c(E) \cup \{\infty\}$.

If $\infty \notin \tilde{E}$, then there exists $\tilde{n}$ such that $E \subseteq K_{\tilde{n}}$. We define the closed set $F = \tilde{X} \setminus K_{\tilde{n}+1}$. Since $X$ is a perfectly normal space, there exists a continuous function $f: X \to [0, 1]$ such that $f^{-1}(0) = E$ and $f^{-1}(1) = F$. Setting
\[
\tilde{f}(y) = \begin{cases} 
f(c^{-1}(y)) & \text{if } y \in c(X), \\
1 & \text{if } y = \infty,
\end{cases}
\]
we have found a continuous function $\tilde{f}: \tilde{X} \to \mathbb{R}$ such that $\tilde{f}^{-1}(0) = \tilde{E}$.

Assume now $\infty \in \tilde{E}$. Since $X$ is perfectly normal and $E$ is closed, there is a continuous function $f: X \to \mathbb{R}$ such that $f^{-1}(0) = E$. We define $\tilde{f}: \tilde{X} \to \mathbb{R}$ as
\[
\tilde{f}(y) = \begin{cases} 
f(c^{-1}(y))\tilde{l}(y) & \text{if } y \in c(X), \\
0 & \text{if } y = \infty,
\end{cases}
\]
and we see that $\tilde{f}$ is continuous and $\tilde{f}^{-1}(0) = \tilde{E}$. The proof is thus completed.
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Remark 17. Notice that, in Corollary 8, the assumption of $X$ being $\sigma$-locally compact and perfectly normal is weaker than assuming $X$ to be locally compact and second countable. Indeed, if $X$ is locally compact and second countable, then on one hand it is separable, hence $\sigma$-compact; on the other hand, $\tilde{X}$ is metrizable, so $X$ is metrizable, as well.
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